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ABSTRACT

Information extraction from data is one of the key necessities for data analysis. Unsupervised nature of data leads to complex computational methods for analysis. This paper presents a density based spatial clustering technique integrated with one-class Support Vector Machine (SVM), a machine learning technique for noise reduction, a modified variant of DBSCAN called Noise Reduced DBSCAN (NRDBSCAN). Analysis of DBSCAN exhibits its major requirement of accurate thresholds, absence of which yields suboptimal results. However, identifying accurate threshold settings is unattainable. Noise is one of the major side-effects of the threshold gap. The proposed work reduces noise by integrating a machine learning classifier into the operation structure of DBSCAN. The Experimental results indicate high homogeneity levels in the clustering process.
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1. INTRODUCTION

The current Internet age is data rich, but information poor. Meaningful data is the chief requirement of the current age. This has led to an enormous increase in the data processing techniques. However, the major drawback is inherently embedded in the data itself. The distribution of datasets vary and hence a single technique that was designed to process data from a domain would not possibly provide effective results when applied to the data from the same domain, due to variations in the data distribution levels as time progresses. Hence techniques that are as ductile as the data itself are the only ones that can persist.

Unsupervised data processing has always been a challenge due to their unpredictable nature. Ductile and tractable algorithms are the major requirements for processing such data. Domains with such requirements range from image processing to web information processing. The requirements for such processing techniques are constantly on the raise, with the increase in the amount of data being available.

Extracting meaningful information from such data requires grouping them to find commonalities existing between them. This aids in better interpretation of data. Clustering is the process of grouping data such that data within a group/cluster is more cohesive compared to data in different clusters. The process of clustering makes the data meaningful for various applications. Clustering methods are usually classified as partitional and hierarchical clustering techniques. Partitional clustering techniques perform flat clustering based on a single decision criterion such as distance or density. Distance based clustering techniques include K-Means [1] clustering and CLARA [2] to name a few. Density based clustering techniques are currently on the raise due to their flexible operational nature and the stable solution sets generated by them. Density based clustering techniques include DBSCAN [3] and DenClue [4], OPTICS [5] to name a few. Hierarchical clustering algorithms are divided into agglomerative and divisive, corresponding to their basic operational nature, bottom-up or top-down [6].
Density based clustering techniques are currently on the increase due to the increase in the requirements for spatial data processing. However, most of these techniques are derivatives from DBSCAN, extending it according to their operating domains. Extensions are usually in terms of reduction in time, parameter automation, input reduction in terms of feature selection and ability to handle varied densities. FDBSCAN [7] and IDBSCAN [8] are two approaches concentrating on the reduction in time component. Both operate by identifying a minimal set of highly representative points for their operation rather than utilizing the entire data points. In addition to this, the IDBSCAN utilized a grid based data selection for reducing the input levels.

Parameter fine-tuning based algorithms includes k-VDBSCAN [9], DBCLASD [10] and APSCAN [11]. The k-VDBSCAN is a parameter free technique that automatically identifies the parameters. DBCLASD operates on large data and is a parameter free clustering technique, enabling gradual cluster expansion on the basis of the neighbors and their densities. APSCAN utilizes Affinity Propagation technique to identify the cluster densities based on local data variations.

A density based clustering technique aiding in the discovery of clusters with varying densities within a single dataset was proposed by Zhu et al in [12]. In general, the input data is considered to contain data distributed in uniform densities. However, some unusual real time data such as population maps tend to contain such data. This leads to a complex issue, as increasing the density levels for the entire process includes several outliers into clusters, while reducing the density levels misses several legitimate clusters. Two approaches exist in literature to solve this issue, namely modifying the algorithm appropriately and rescaling the data. The technique proposed in [12] utilizes the latter by rescaling the data to appropriately identify the clusters. DBSCAN is applied to the rescaled data to identify clusters. A similar technique that identifies varied density based clusters was proposed by Louhichi et al. in [13]. The operational process of this technique is divided into two phases. The first phase identifies the density levels of the input data using the exponential spline technique on the distance matrix. Second phase utilizes the density values determined from the first phase as local threshold parameters to identify clusters. Other density based clustering techniques include VDBSCAN [14], GMDBSCAN [15], DDSC [16], EDBSCAN [17] etc.

This paper concentrates on developing a density based spatial clustering technique. DBSCAN, being the precursor of such techniques, is adopted by most of the techniques involving non-uniform clusters. It was identified that DBSCAN has high potency of generating outliers. On further assessment it was identified that several of these outliers effectively fit into the formed clusters. However, they still remain outliers due to the parameters defined for the clustering process. The parameter setting process is always optimal and is identified by the data experts through data analysis and trial and error. As resolving this issue is a complex task, this work presents NRDBSCAN with one-class SVM to reduce the noise levels.

2. RESEARCH METHOD

Density based spatial clustering proposes a grouping mechanism, that operates on the basis of both distance and the node density. The major advantage of using such an approach is that it does not rely on centroid based operations, hence the inconsistencies in the formation of clusters are eliminated. Further, density based clustering is an unsupervised approach with no prior information requirements. Density based clustering approaches has the ability to identify clusters of arbitrary shapes and sizes rather than being confined to the traditional circular clusters. It was identified that DBSCAN based techniques exhibits high noise levels. Even though the base clustering process was identified to be efficient, the noise levels generated by DBSCAN were found to be excessive. This paper proposes NRDBSCAN, a hybridized density based clustering approach that initially clusters the data, after which it tries to incorporate noise into any of the existing definite clusters, hence reducing the noise levels.

Prior to the actual clustering process, the input data is processed and is converted to the required format. A schema analysis is performed on the data to identify the data types of the contents. The proposed architecture accepts only numerical data, hence textual data are eliminated and categorical and ordinal data are converted to numerical formats. The data pre-processing is followed by the actual clustering process. Algorithm for the proposed NRDBSCAN is shown below.
NRDBSCAN Algorithm

1. Input base data
2. Input threshold levels (minPts, maxDist)
3. Initialize first cluster with a random node n
4. neighbors ← identifyNeighbors(n)
5. If the neighbour count < minPts,
   a. Set n into a separate cluster (Outlier)
6. Else expandCluster(n, neighbors)
7. Perform this process until all the nodes are grouped into a cluster
8. For each identified cluster C
   a. If density of C < 1
      i. noise ← C
9. Until Noise is not empty
   a. For each identified cluster C
      i. Prediction ← predict(C, noise)
      ii. Add all true predictions to cluster C
      iii. Delete corresponding entries from noise
   b. if no entries are deleted for the last two iterations
      i. Allocate new clusters for each entry in noise
      ii. Empty noise

function identifyNeighbors (n)
1. For all nodes n1 in data
   a. If distance(n,n1) < maxDist
      i. Add n1 to neighborList
2. return neighborList

function expandCluster(n, neighbors)
1. Add n to the cluster C
2. For each neighbour n1
   a. neighborL1 ← identifyNeighbors(n1)
   b. if neighborL1 count >= minPts
      i. Add n1 to C

function predict(C,noise)
1. Initialize one-class SVM with polynomial kernel
2. Set the degree of kernel to be the dimensions of C
3. Train SVM with C
4. Predictions ← Apply noise to trained kernel
5. Return Predictions

2.1. Initial Level Cluster Formulation using DBSCAN

The pre-processed data is analyzed and the maximum acceptable distance (maxDist) and the minimum neighbor requirements (minPts) are identified using the data distribution. However, accurately identifying the best parameters is not possible in a single iteration. This is a trial and error based fine-tuning process. Further, these parameters vary with the dataset being used. Hence distribution based transient values are initially identified and the final parameters are identified by methodically increasing and decreasing the parameter values to identify the best parameter set for the current data under analysis.

2.1.1. Cluster Identification Phase

In this phase, the process begins with a random node in the dataset. The initial cluster is composed of this single node n. Neighbors of the selected node (n) are identified using maxDist as the threshold. If the node satisfies the minimum neighbor requirements (minPts), it is considered to be a part of a cluster and not an outlier. Hence, this is followed by the cluster expansion phase.

2.1.2. Cluster Expansion Phase

This phase finds the neighbors of each node in n. If each of these nodes satisfies the minPts requirement they are incorporated as an entity in the cluster. This process is continued until all the appropriate nodes are grouped into the cluster. However, several clusters might exist in a dataset. Hence
some points would remain outside the composed cluster. A random such point is considered as the base for the next cluster. The neighbor identification and cluster expansion phase are repeated to identify the points corresponding to the new cluster. This process is repeated until all the points are categorized into a cluster. Though all points are categorized into clusters, not all clusters would be composed with high or even considerable densities. Some clusters would be composed of single node. These nodes are intended to be outliers. Major reasons for the occurrence of outliers are improper parameter tuning, their actual presence or inappropriate node validation in the expansion phase. Though the actual presence of outliers needs to be considered, the other two issues also play a vital role in the occurrence of outliers in DBSCAN. Hence a second level examination would incorporate several nodes that could have been components of the existing clusters, leading to a reduction in the outliers.

2.2. One-Class SVM based Noise Reduction

DBSCAN eliminates several nodes, considering them as outliers. However, they might not necessarily correspond to outliers, rather they could be components of the defined clusters. Utilizing the conventional conditional checks utilized by DBSCAN again ultimately has the same effects. Hence the proposed NRDBSCAN incorporates a machine learning classifier, One-Class Support Vector Machine (SVM) for the categorization process.

Utilizing all the clusters for training a binary/multi-class classifier and then performing classification on the detected outliers has several downsides. The major issue is that binary/multi-class classifier definitely categorizes the data into any one of the groups. Hence all the outliers would definitely be grouped into a cluster, leading to zero outliers. However, the proposed work is intended on grouping only the appropriate nodes and retaining the outliers. Hence a one-class classifier would be the best suited approach. One-class classifier is a special case of classifiers, where the pattern of a single class would be well known, while the patterns that do not confine to the well-known trained patterns would be considered as outliers.

Output from DBSCAN is in terms of clusters. Data within clusters have obvious associations, hence these can be used as the training data for the classifiers. The noise reduction phase operates by training the one-class SVM using data from one cluster and performing predictions on the detected outliers. Outliers categorized as components of the cluster used for training are incorporated into the cluster. The residual outliers are considered for processing by training the one-class SVM with data from the next cluster. This process is continued for all the defined clusters with considerable density levels.

One-class SVM was suggested by Scholkopf et al. in [18]. It operates by separating the data points from the origin and considering the origin alone as the second class. The base operational nature of one-class SVM is to maximize the distance from the hyperplane created by the data points to the origin. The resultant of this is a binary function that effectively captures the regions in the input space, returning +1 for data contained in the hyperplane and -1 for others. One-class SVM used in the NRDBSCAN utilizes the polynomial kernel [19], as the input data has the tendency to contain several dimensions.

Not all data are expected to be components of the clusters. After the entire process, some residual data remains, which are categorized as outliers.

3. RESULTS AND ANALYSIS

DBSCAN was implemented in C#.NET and the noise reduction components were incorporated into the operational process. Analysis of the NRDBSCAN was performed by using four benchmark datasets. Clustering specific datasets such as Iris and Banana and spatial datasets such as Quake and Forest were used for identifying the efficiency of the algorithm.

Cluster densities and the number of clusters obtained from each of the datasets using NRDBSCAN is shown in figures (1-4). Cluster densities correspond to the number of nodes in each of the formulated cluster. A density of one indicates an outlier. It could be observed that the clusters formulated using the proposed approach exhibits low outlier levels and clusters of considerable densities. Iris and Quake, containing low variations exhibit low outlier levels, while Forest and Banana exhibits high variations, hence high outliers. However, it could be observed that the clusters other than outliers exhibit high density levels.
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Figure 1. Cluster Density (Iris)

Figure 2. Cluster Density (Banana)

Figure 3. Cluster Density (Quake)
Intra-cluster radius of the proposed NRDBSCAN is presented in figures (5-8). It could be observed that the proposed technique exhibits low to moderate intra cluster distance levels. Moderate levels are due to the varied shaped clusters formed by the algorithm. Inter-cluster distance exhibited by the algorithm is presented in figure 9. It could be observed that low inter cluster distances are exhibited by NRDBSCAN. This validates our claim of varied shaped clusters with different density levels.
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A comparison in terms of time is carried out between DBSCAN, Modified PSO based DBSCAN [20] and the proposed NRDBSCAN is presented in figure 10. It could be observed that the time taken for modified PSO is the highest. However, the time taken by NRDBSCAN is higher compared to DBSCAN. Even-though that is the case, the difference is in terms of 0.3 sec (maximum). Hence the significance of the time increase is considered to be low.

A comparison in terms of the number of clusters generated by DBSCAN and NRDBSCAN is shown in figure 11. It could be observed that the number of clusters generated by NRDBSCAN is at-least 60% less than the conventional DBSCAN. This exhibits the effective noise reduction levels exhibited by the proposed approach.
4. CONCLUSION

Clustering, being one of the major techniques for data analysis has seen several adaptations due to the changing constraints. The major adaptations include identifying varied shaped clusters. This paper proposes an enhancement of the DBSCAN that is a pioneer algorithm in identifying varied shaped and varied density clusters. The major downside of DBSCAN was observed to be its requirement for accurate parameter setting. A slightly varied setting results in the increase in outliers. However, identifying the perfect parameter is not feasible. Hence the proposed NRDBSCAN enhances the DBSCAN approach by introducing a noise reduction component based on one-class classifier model. One-class SVM was used to perform this process. Results exhibits significant reduction in the noise levels. Current algorithm operates effectively on fixed density clusters. Future works will concentrate on porting the algorithm to operate on datasets with varied densities and effectively identify clusters with varied density levels.
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Figure 11. Comparison in terms of number of clusters
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