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 An essential solution is available in Multi-Protocol Label Switching (MPLS), 

which proffers certain solution to the problems faced in networks of today in 

terms of bandwidth management, quality-of-service (QoS) availability, and 

traffic control. This paper is an extension of work on Fuzzy based Packet 

Scheduling Algorithm (FPSA) combined with Packets Processing Algorithm 

(PPA) in an Internet Protocol/Multi-Protocol Label Switching (IP/MPLS) 

networks. This will make provision for an intelligent service to the Label 

Switched Path (LSP) in MPLS networks. Several research work have been 

proposed on the MPLS Traffic Engineering. However, it is still imperative to 

further research on the effect of bandwidth increment on the core network 

using different mechanisms such as the analytical model of MPLS, expert-

based packet scheduling algorithm for MPLS QoS support. Since MPLS do 

not have provision for intelligent routing, it is necessary to propose an 

intelligent expert system of FPSA combined with PPA. And analytical model 

of packet forwarding in the MPLS network would be given to provide 

suitable solution to traffic congestion and reliable services. Furthermore, the 

network model created using Network Simulator (NS 2), which carries non-

real time application such as File Transfer Protocol (FTP) with bandwidth 

variations. The results obtained from trace files are interpreted by AWK 

script and used for the further analysis. The research on FPSA is necessary 

based on making the decision for the selection of satisfactory service, 

whereby solving problem of underutilization and overutilization on the links. 

However, fuzzy lacks the provision for solving complexity of multiple input 

parameters. 
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1. INTRODUCTION 

MPLS technology has emerged as an elegant solution to meet the bandwidth-management and 

service requirements for next-generation of Internet protocol IP–based backbone networks. Furthermore, it is 

a framework with an Internet Engineering Task Force (IETF) that built an effective routing, switching 

mechanism and traffic forwarding. This can be used for delivering IP based services and designed to 

overcome the limitations of IP based forwarding [1]. It ensures the reliability of the communication 

minimizing the delays and enhancing the speed of packet transfer. It is valuable in its capability of providing 

Traffic Engineering (TE) for minimizing the congestion by efficient throughput. The flow of packets would 

suffer long queuing delays at congested nodes and possibly packet loss if buffers overflow. To solve this 

https://creativecommons.org/licenses/by-sa/4.0/
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problem, managing the available bandwidth would be of benefit to both the users and operators. An extensive 

studied and various algorithms of IP-based and MPLS-based Traffic Engineering have been designed and 

evaluated in [2], [3]. This paper is an extension of work originally presented in [4]. The main purpose of this 

paper is to perform the evaluation of Label Switched Path (LSP) in IP/MPLS networks with Packet 

Scheduling Algorithms using NS 2 environment. This is achieved with the incorporation of MPLS network 

topology and control driven enabled mechanism of Label Distribution Protocol (LDP) in all the MPLS 

routers [5]. Subsequently, the packet forwarding process is applied, which directed traffic to any route based 

on explicit route enabled. Then, an output of trace files yielded the results of the simulation 

Our contributions to this paper are mention as follows: Firstly, the design of packet scheduling 

algorithms in IP/MPLS network using NS2 code with input parameters of the non-real time traffics such as 

sending rate, link bandwidth, propagation delay. This is followed by the analysis of MPLS tables and 

mathematical model of MPLS operations. Secondly, we increase link bandwidth on packet processing 

algorithm and fuzzy based packet scheduling algorithm at the interface of core routers. Thirdly, we introduce 

the fuzzy LSP selection for certain fuzzy rules in the fuzzy logic controller using different fuzzy input 

variables on the x and y-axis of the 3-D graph. Fourthly, AWK script is written to interpret the obtained trace 

files as well as used for the calculation of performance metrics. The remaining parts of this paper commenced 

in section 2 with the details of MPLS functions and its components as implemented in NS 2. It presents the 

analytical model of packet mapping and forwarding in the MPLS routers. The proposed Fuzzy based Packet 

Scheduling Algorithm is provided in the same section. While section 3 elaborates the results with their 

discussions. Finally, we present our conclusions. 

 

 

2. RESEARCH METHOD 

In MPLS, the assignment of a particular packet to a particular Forwarding Equivalence Class (FEC) 

is done just once, as the packet enters the network. The FEC to which the packet is assigned and encoded as a 

short fixed length value known as a "label". When a packet is forwarded to its next hop, the label is sent 

along with it. At subsequent hops, there is no further analysis of the packet's network layer header. Rather, 

the label is used as an index into a table, which specifies the next hop and a new label is given. The old label 

is replaced with the new label, and the packet is forwarded to its next hop [6], [5]. It can be observed in the 

MPLS forwarding paradigm, once a packet is assigned to FEC, subsequent routers do no further header 

analysis; all forwarding is driven by the labels.  

Network simulator (NS) is an IP based simulator where a node consists of classifiers and agents. An 

agent is the sender/receiver object, while the classifier is the object that is responsible for classifying the 

arrived packets and then either forwarding them to the convenient nodes or delivering them to the local agent 

if the receiving node is the packet destination. It uses Tool Command Language (Tcl) for creating a 

simulation scenario file such as Network topology, transmission time, using protocol. NS consists of event 

scheduler and IP-based network components. This is written in both Object-oriented Tcl and C++ language. 

C++ is used for detailed protocol implementation such as packet action and state information management 

while Tcl is used for simulation configuration such as event scheduling [7]. The following is the steps used to 

create MPLS network scenarios: Declare simulator; Setting output file; Setting node and link with bandwidth 

and delay; Setting agents such as Transmission Control Protocol (TCP) and User Datagram Protocol (UDP); 

Setting applications (FTP) and Constant Bit Rate CBR); Setting simulation time and schedules; Declare 

finish. 

Therefore, the architecture of MPLS Network used in NS2 is illustrated in Figure 1. It consists of 

four nodes as the sources, seven LSR, and four nodes as the destinations. The incoming packets are allotted 

with a label by a Label Edge Router (LER) according to their FEC in MPLS [8]. Packets are forwarded 

alongside with an LSP where each LSR (label switch router) to provide forwarding decision depending on 

the content of the label, whereby eliminating the need of the IP address so that core router does not have to 

execute routing lookup, which is very time-consuming process [9]. Folllowing this, the LSR possesses the 

label leaving the core of each hop and for the next hop, it has to be put on a new label. The decision of packet 

forwarding can be resolved by next hop by performing the interpretation of the label on the packet of these 

established paths [10]. 

The architecture of MPLS shown in [6], [11] allows an LSR to distribute FEC label binding in 

response to an explicit request from another LSR. NS2 is used to implement the IP/MPLS, which includes 

the components for the creation of a wired network such as nodes, the link of simplex and duplex type. Each 

link is configured with the parameters such as bandwidth, propagation delay, and queue type. Data 

communication between nodes is configured with transport and application layer agents that are required to 

be attached to both sender and receiver nodes. It also allows an LSR to distribute label bindings to LSRs that 

have not explicitly requested them [6], [12]. In order for MPLS to operate correctly, label distribution 
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information needs to be transmitted reliably, and the label distribution protocol messages pertaining to a 

particular FEC need to be transmitted in sequence [5]-[13]. The distribution of labels and the construction of 

LSPs is done by exchanging LDP messages between the LDP agents of LSR nodes as shown in Figure 2. 

 

 

 
 

Figure 1. The architecture of MPLS network 

 

 

 
 

Figure 2. Packet processing algorithm in MPLS 

 

 
Let G = (N, E) be a graph depicting the physical topology of the network. Then, N is the set of nodes 

in the network and E is the set of links; Let H = (U, F, d) be the induced MPLS graph, where U is a subset of 
N representing the set of LSRs in the network, F is the set of LSPs, and d is the set of demands [14]. All the set 
of routers, in accordance with MPLS network formation, can be categorized into two subsets, In MPLS 
network, finding a solution to routing issues in terms of flow models is necessary in order to calculate one or a 
multitude of Label Switching Path (LSP) between a pair of edge “sender-receiver” nodes and define the 
sequence of the set intensity of traffic distribution between them [15], [16].  

 

𝑁+ = {𝑈𝑟
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𝜑𝑖𝑗 – : Intensity of the available link bandwidth from i to j 

𝑝𝑖𝑗 - : traffic from i to j 

 

{
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 (1) 

 
The equations in (1) imply the number of LERs and LSRs in the network system. Furthermore, it 

shows the process of packet forwarding in MPLS from the ingress LER (entry) through LSRs to the egress 
LER (exit). This is to prevent packet loss on the routers in the MPLS network [17], [15]. The whole set of k - 
traffics, arriving from users (access networks), depending on which edge router this traffic comes from and 
according to which class it will be serviced.
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𝑠𝑔∈𝑈+

𝑔≠𝑟

𝑆
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The meaning of (2) inequality is that the traffic, routed from r - LER, cannot exceed by its intensity 

of the available bandwidth of the link, which is left after traffics service [7], routed from other edge routers. 

The parameters related to network information of both non-MPLS and MPLS are shown in Table 1. The list 

of parameters used in the simulation are as follows: Time of simulation, Number of nodes, Packet size, 

Sending rate, Interval, Link bandwidth, Source, and end-to-end delay respectively.  

 

 

Table 1. Simulation parameters 
Parameters Non-real time traffic 

Simulation length (s) 180 

Number of nodes 15 
Packet size (bytes) 1000 

Sending rate (kbps) 500 

Interval (s) 0.005 
Link bandwidth (MB) 2, 5 

Propagation delay (ms) 10 

Transmission delay (ms) 4 
Processing delay (μs) 10-20 

Queuing delay (ms) Variable 

Type of source FTP traffic 

 

 

Under the packet forwarding scheme based on the shortest path, packets from node 0 (source) are 

delivered along LSR 4-7-8-9, and packets from node l (source) are delivered along LSR 4-5-6-10. Figure 3 (a) 

shows the initial simulated network. At 0.5 s that LDP Mapping Message is used to distribute labels based on 

control is driven trigger. As a result, every possible LSP in the MPLS network is established [15]. The event at 

about 34 seconds when flows of FEC 11, FEC 13 and FEC 12, FEC 14 are aggregated into a flow of FEC 10 is 

illustrated in Figure 3 (b). Subsequently, Figure 3 (c) shows an event at 70 seconds that Constraint-Routing 

LDP (CR-LDP) request message initiated by LSR4 is delivered along LSR 6-7-8-10 in order to create an ER-

LSP (Explicit Routing LSP) between LSR4 and LSR10. Figure 3 (d) shows occurrence at 76 seconds that CR-

LDP Mapping Message is sent by LSR 10 as the response for the LDP Request Message initiated by LSR4. 
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Figure 3. Label mapping, label distribution, and packet forwarding 
 
 

2.1. Application and analysis of fuzzy 
Packet scheduling is the process of deciding which packet to be sent to the outgoing link for 

transmission. In other words, it is a decision process used to choose which packet to be serviced or dropped. 
This can influence the delay (and consequently the jitter), bandwidth and loss rate. The most important task of 
a scheduler is to ensure the satisfaction of QoS requirements for users while efficiently utilizing the available 
resources. The variants of fair queueing include Weighted Fair Queueing, Stochastic Fair Queueing, and 
Weighted Round Robin [18]. The proposed fuzzy-based packet scheduling algorithm that would not change 
the conventional algorithms but make use of operations in order to provide a system that will improve 
performance. Therefore, Fuzzy Logic Control System (FLCS) is proposed to select paths and then schedule 
packet into these paths. Since there are many available paths for the same source and destination nodes. 

In Conventional Packet Scheduling, Generalized Processor Sharing (GPS) algorithm serves data in 
queues associated with data flows. Each queue has an associated weight. Weighted Fair Queuing (WFQ) is a 
packetized version of GPS (PGPS) and tries to simulate GPS on a packet by packet basis [19]. It is a discipline 
that classified packets by queue. It uses multiple queues to separate flows and gives the flows equal amounts 
of bandwidth. In this discipline, packets are sorted in weighted order of arrival of the last bit, to determine the 
transmission order [18]. It is aware of packet sizes and can support variable sized packets, so that flows with 
large packets are not allocated more bandwidth than the queues with smaller packets. Weighted Round Robin 
(WRR) is a simple round-robin based scheduling algorithm used in a packet-switch network with the static 
weight assigned to queues. The queue with higher weight takes the priority to get the process first. It uses 
variable-sized packets and a deficient counter variable to initialize each flow’s weight [19], [20]. It has the 
limitation of providing a correct percentage of bandwidth to each service class only if all of the packets in 
queues are of the same size. Deficit Round Robin (DRR) is well-known scheduling originally develop for IP 
networks. It combines the ability to enable fair queuing in the presence of variable length packets with the 
simplicity of implementation. It derives ideas from Fair Queuing and Stochastic FQ [10]. 

This work proposes an intelligent system for packet scheduling in an MPLS network that makes use 

of fuzzy control. Fuzzy control is based on a relatively simple idea of a fuzzy set that is a generalization of an 

ordinary set by allowing a degree of membership for each element [21]-[24]. The scheduler [25] can be 

implemented as a fuzzy controller with inputs such as bandwidth, delay, cost, reliability, packet loss rate, and 

resources utilization rate. The output defines the LSP that queue from which the next packet will be 

transmitted. Figure 4 shows the proposed fuzzy logic control system. 
 

 

 
 

Figure 4. Proposed fuzzy logic control system 
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Figures 5 (a) to 5 (g) depict all the degree of membership values with the corresponding crisp input 

variables. The method of the defuzzification used for this process to get defuzzified output is a weighted 

average method (z∗), which implies as in (3):  
 

z∗ =
∑μ(z)∙z

∑μ(z)
, z= assigned weight; μ(z)= membership value (3) 

 
 

 
 

 
 

 
 

 
 

Figure 5. Membership values of crisp inputs 
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3. RESULTS AND DISCUSSION  

In this section, the results obtained from NS2 implementation of the IP over MPLS with the 

application of conventional packet scheduling schemes such as First-In-First-Out (FIFO) and Weighted Fair 

Queuing (WFQ) using non-real time traffics are presented. Then, fuzzy is introduced at the interface of the 

core routers, which is compared with the operation of MPLS and IP based networks without fuzzy. In Figures 

6 and 7, the comparison of average throughput received in IP/MPLS with baseline FIFO and WFQ using FTP 

are shown. The FTP traffic is created on top of a TCP connection between node 0 and node 10. It can be seen 

that MPLS performed better than IP with both algorithms as a result of its fast packet forwarding process 

through the shortest route. There is an indication of about 43% increase with WFQ and 49% increase in the 

case of FIFO. Furthermore, it is apparent that this figure gives an improved throughput with WFQ in 

IP/MPLS networks. Similarly, a further improvement is observed as a result of fuzzy applied at the interface 

of LSR routers. In the first scenario using link bandwidth of 2 MB, an increase of about 46% with WFQ and 

an approximation of 56% increment with FIFO are illustrated. In the conventional packet scheduling, 

approximate value of 35% increase with WFQ and FIFO with 44% increment as shown in Figure 8. The link 

bandwidth of 5 MB is used in the second scenario with close to 43% increment for WFQ and about 50% 

increase with FIFO as shown in Figure 9. FIFO = Fist In-First Out, WFQ = Weighted Fair Queueing, ftp = 

file transfer protocol. 
 

 

 
 

  

Figure 6. Average throughput of IP/MPLS with 

baseline FIFO and WFQ using non-real time 

(without Fuzzy) for 2 MB 

Figure 7. Average throughput of IP/MPLS with 

baseline FIFO and WFQ using non-real time (Fuzzy) 

for 2 MB 
 

 

  
  

Figure 8. Average throughput of IP/MPLS with 

baseline FIFO and WFQ using non-real time (without 

Fuzzy) for 5 MB 

Figure 9. Average throughput of IP/MPLS with 

baseline FIFO and WFQ using non-real time 

(Fuzzy) for 5 MB 
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Figure 10 shows the impact of average end-to-end delay in the IP/MPLS network with packet 

scheduling algorithms using a non-real-time application of FTP. A steady delay observed at 1.9 ms with 

WFQ in MPLS environment as compared with a variation of about 86% with WFQ in IP network. This 

implies that WFQ has an absolute low delay than FIFO due to fast packet forwarding mechanism. 

Furthermore, the delay still has a similar relationship in the performance of FIFO scheduling algorithms 

within IP and MPLS environments. However, there is small difference as compared with MPLS operations. 

This is due to the non-sensitive behaviour of FTP applications over TCP. Lower delay is seen after 

introducing fuzzy to the system in Figure 11. The MPLSftp with WFQ, MPLSftp with FIFO, IPftp with 

WFQ, and IPftp with FIFO have about 1.3 ms, 1.8 ms, 5.9 ms, and 7.8 ms respectively. Therefore, MPLS 

operations perform better than IP with a scenario of 2 MB of the link bandwidth using conventional and 

fuzzy-based packet scheduling. Figure 12 and Figure 13 illustrate the performance of IP/MPLS in terms of 

average end-to-end delay for link bandwidth of 5 MB. This is done by comparing the conventional packet 

scheduling scheme with the fuzzy-based scheme. The average end-to-end delay of WFQ in IP over MPLS 

and FIFO in IP over MPLS are about 0.1 ms, 3.1 ms, 0.9 ms, and 3.2 ms, respectively. There is close gap 

between IP scenarios using FTP application. 

 

 

  
  

Figure 10. Average end-to-end delay in IP/MPLS 

with baseline FIFO and WFQ using non-real time 

(without Fuzzy) for 2 MB 

Figure 11. Average end-to-end in IP/MPLS with 

baseline FIFO and WFQ using non-real time (Fuzzy) 

for 2 MB 

 

 

  
  

Figure 12. Average end-to-end in IP/MPLS with 

baseline FIFO and WFQ using non-real time 

(without Fuzzy) for 5 MB 

Figure 13. Average end-to-end in IP/MPLS with 

baseline FIFO and WFQ using non-real time (Fuzzy) 

for 5 MB 
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Figure 14 gives an illustration of a scenario of average queue waiting time in the MPLS network 

with packet scheduling algorithms using a non-real time application of FTP. It is observed that there is drastic 

reduction in waiting time due to application of fuzzy to FTP. FIFO reduces by about 38% while it is 64% 

reduction for WFQ. This implies that WFQ has an absolute low waiting than FIFO. Figure 15 shows the 

reliability for packet delivery in the MPLS network using a non-real time application of FTP. The algorithms 

of FIFO and WFQ with fuzzy have 66% and 85% reliabilities respectively. On the other end, FIFO and WFQ 

without fuzzy having about 45% and 56% reliabilities for packet delivery. The low value of reliability could 

be as a result of failure in the link, low bandwidth allocation and increase in packet loss. 

 

 

  
  

Figure 14. Average queue waiting time for packet 

scheduling algorithms 

Figure 15. Reliability for packet dleivery using 

packet scheduling algorithms 

 

 

The link cost in MPLS network with packet scheduling algorithms using FTP is as shown in  

Figure 16. The lower the link cost the better for the fast route for the packet forwarding in the core of MPLS 

network. Fuzzy based algorithms indicate an improve link cost as a result of computation and selection of the 

lowest link cost. Figure 17 depicts rapid increase in service utilization with the application of fuzzy on WFQ 

and FIFO scheduling algorithms at the interface of the routers within MPLS environment. However, FIFO 

and WFQ without fuzzy have lower value of service utilization as compared with an intelligent improved 

system. This is due to the fast response in packet delivery of file transfer protocol applications, which is 

served from the source over the transmission control protocol to the receiving end. 

 

 

  

  

Figure 16. Link cost for packet scheduling 

algorithms 

Figure 17. Service utilization for packet scheduling 

algorithms 

 

 

Table 2 and Table 4 show results obtained from membership function values. Subsequently, IF-

ELSE rules in Mamdani fuzzy inference system [26] are used for LSP1 and LSP2 as shwon in Table 3 and 

Table 5 respectively. Due to the computational complexity, four out of seven input parameters would be 

appropriately used. These are Throughput (T), Delay (D), Packet Loss Rate (PLR), and Utilisation Rate 

(UR). The theory of Union and intersection are used as the operations of fuzzy set in this respect illustrated in 

(4) and (5). The operation of intersection is applicable to the rows (“Min” method) in both tables. Whilst the 

operation of the union would be applied to the last column (“Max” method) for final membership values in 

the two tables. Union:  
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Table 2. Membership function values LSP1) 
Criteria Low (L) Medium (M) High (H) 

Bandwidth (Bw) 0 0.45 0.6 

Delay (D) 0.2 0.8 0 

Cost (C) 0.35 0.7 0 

Reliability(R) 0 0.45 0.6 

Throughput (T) 0 0.35 0.7 
Packet loss rate (PLR) 0.25 0.8 0 

Utilisation rate (UR) 0 0.2 0.85 

 

 

Table 3. Result of IF-ELSE (LSP1) 
T D PLR UR Decision Final Membership Values 

M(0.35) L(0.2) L(0.25) M(0.2) PY 0.2 

M(0.35) L(0.2) L(0.25) H(0.85) PY 0.2 
M(0.35) L(0.2) M(0.8) M(0.2) Y 0.2 

M(0.35) L(0.2) M(0.8) H(0.85) Y 0.2 

M(0.35) M(0.8) L(0.25) M(0.2) PY 0.2 
M(0.35) M(0.8) L(0.25) H(0.85) PY 0.25 

M(0.35) M(0.8) M(0.8) M(0.2) PN 0.2 

M(0.35) M(0.8) M(0.8) H(0.85) PN 0.35 

H(0.7) L(0.2) L(0.25) M(0.2) Y 0.2 

H(0.7) L(0.2) L(0.25) H(0.85) Y 0.2 

H(0.7) L(0.2) M(0.8) M(0.2) Y 0.2 
H(0.7) L(0.2) M(0.8) H(0.85) PY 0.2 

H(0.7) M(0.8) L(0.25) M(0.2) PY 0.2 

H(0.7) M(0.8) L(0.25) H(0.85) PY 0.25 
H(0.7) M(0.8) M(0.8) M(0.2 ) Y 0.2 

H(0.7) M(0.8) M(0.8) H(0.85) PN 0.7 

 

 

Table 4. Membership function values (LSP2) 
Criteria Low (L) Medium (M) High (H) 

Bandwidth (Bw) 0.6 0.45 0 

Delay (D) 0.7 0.4 0 

Cost (C) 0.35 0.7 0 
Reliability(R) 0 0.45 0.6 

Throughput (T) 0 0.45 0.6 
Packet loss rate (PLR) 0.3 0.7 0 

Utilisation rate (UR) 0 0.6 0.4 

 

 

Table 5. Result of IF-ELSE (LSP2) 
T D PLR UR Decision Final Membership Values 

M(0.45) L(0.7) L(0.3) M(0.6) PY 0.3 

M(0.45) L(0.7) L(0.3) H(0.4) PY 0.3 

M(0.45) L(0.7) M(0.7) M(0.6) Y 0.45 
M(0.45) L(0.7) M(0.7) H(0.4) Y 0.4 

M(0.45) M(0.4) L(0.3) M(0.6) PY 0.3 

M(0.45) M(0.4) L(0.3) H(0.4) PY 0.3 
M(0.45) M(0.4) M(0.7) M(0.6) PN 0.4 

M(0.45) M(0.4) M(0.7) H(0.4) PN 0.4 

H(0.6) L(0.7) L(0.3) M(0.6) Y 0.3 
H(0.6) L(0.7) L(0.3) H(0.4) Y 0.3 

H(0.6) L(0.7) M(0.7) M(0.6) Y 0.6 

H(0.6) L(0.7) M(0.7) H(0.4) PY 0.4 

H(0.6) M(0.4) L(0.3) M(0.6) PY 0.3 

H(0.6) M(0.4) L(0.3) H(0.4) PY 0.3 
H(0.6) M(0.4) M(0.7) M(0.6) Y 0.4 

H(0.6) M(0.4) M(0.7) H(0.4) PN 0.4 

 

 

𝜇𝐴∪𝐵(𝑥) = 𝜇𝐴(𝑥) ∨ 𝜇𝐵(𝑥) 𝑜𝑟 𝜇𝐴∪𝐵 = 𝑚𝑎𝑥 (𝜇𝐴(𝑥), 𝜇𝐵(𝑥)) (4) 

 
Intersection: 

 

𝜇𝐴∩𝐵(𝑥) = 𝜇𝐴(𝑥) ∧ 𝜇𝐵 𝑜𝑟 𝜇𝐴∩𝐵 = 𝑚𝑖𝑛 (𝜇𝐴(𝑥), 𝜇𝐵(𝑥)) (5) 
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In the IF-ELSE rules, maximum of each decision values would be considered i.e. Yes (Y), Probably 

Yes (PY), and Probably No (PN). According to the last column for LSP 1 table, there are six (Y), seven (PY), 

and three (PN). Then, maximum decision values are: 0.2, 0.25, and 0.7 respectively. If the weightings 

assigned to each possibility are Y = 0.61, PY = 0.8, and PN = 0.21 as shown in Figure 18 (a). While the last 

column for LSP 2 table, there are six (Y), seven (PY), and three (PN). This is followed by maximum decision 

values: 0.6, 0.45, and 0.4 respectively. If the weightings assigned to each possibility are Y = 0.8, PY = 0.76, 

and PN = 0.38 as shown in Figure 18 (b). The scheduling of packets among selected paths indicate decision-

making problem in a fuzzy network environment. Therefore, LSP2 outperforms than LSP1 in terms of 

service satisfaction with an increase of 28%. Figures 19 (a), 19 (b) and Figures 20 (a), 20 (b) illustrate the 

fuzzy LSP selection for certain fuzzy rules in the fuzzy logic controller using different fuzzy input variables 

on the x and y-axis of the 3-D graph respectively. These figures show how the value of service-aware LSP 

selection factor varies with respect to different input parameters into the fuzzy controller, which is the main 

fuzzy logic system. 

 

 

  
  

Figure 18. Normalized weight of membership values 

 

 

Service satisfaction factor for LSP1 =
(0.2×0.61)+(0.25×0.8)+(0.7×0.21)

0.2+0.25+0.7 
= 0.39 

 

Service satisfaction factor for LSP2 =
(0.6×0.8)+(0.45×0.76)+(0.4×0.38)

0.6+0.45+0.4 
= 0.67 

 
 

  
  

(a) (b) 
  

Figure 19. These figure are; (a) Bandwidth versus delay (b) Bandwidth versus cost 
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(a) (b) 
  

Figure 20. These figure are; (a) Bandwidth versus reliability, (b) Bandwidth versus UR 

 

 

4. CONCLUSION 
In conclusion, the PPA with the incorporation of FPSA in the IP over MPLS networks had been 

designed in this research work. Then, the bandwidth management algorithm had been easily applied to the 

aspect of traffic engineering by using its functions such as the establishment of explicit route for the LSP 

Tunnel, which are already shown. It is observed that MPLS performed better than IP with the conventional 

methods of routing and switching using non real-time traffic, which is justified in the simulation results. 

Furthermore, the fuzzy based service-aware LSPs for forwarding scheduled packets are obtained from 

computation to avoid the situations of underutilization and overutilization of the paths. Therefore, FPSA has 

a significant impact on making the decision for the selection of satisfactory service. However, fuzzy lacks the 

provision for solving complexity of multiple input parameters. Further work can be extended to solve the 

problem of dimensionality in the fuzzy system for multiple input parameters in IP over MPLS networks as 

well as the introduction of real-time traffic. 
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