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 The current big challenge facing radiologists in healthcare is the automatic 

detection and classification of masses in breast mammogram images. In the 

last few years, many researchers have proposed various solutions to this 

problem. These solutions are effectively dependent and work on annotated 

breast image data. But these solutions fail when applied to unlabeled and 

non-annotated breast image data. Therefore, this paper provides the solution 

to this problem with the help of a neural network that considers any kind of 

unlabeled data for its procedure. In this solution, the algorithm automatically 

extracts tumors in images using a segmentation approach, and after that, the 

features of the tumor are extracted for further processing. This approach 

used a double thresholding-based segmentation technique to obtain a perfect 

location of the tumor region, which was not possible in existing techniques 

in the literature. The experimental results also show that the proposed 

algorithm provides better accuracy compared to the accuracy of existing 

algorithms in the literature. 
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1. INTRODUCTION 

Cancer, which leads to death, is caused by the changes that occur in cells which spread 

uncontrollably [1]. Mostly, cancer cells form a lump or mass which is called a tumor, and the tumor is named 

based on the body part where it originates [2]. This cancer produces no pain at its early stage [3], and this 

leads to the need for screening very often to ease early detection and thereby diagnosis. The majority of 

lumps discovered during early screening are non-cancerous, whereas 80% of breast cancers are invasive and 

classified as curable or incurable [4]. Breast cancer is usually referred to as a single disease, but there are 

several sub-categories [5] and chances of being cured completely among all other cancer types [6]. The initial 

stage of breast cancer diagnosis is manual screening, which is done by the physicians. If the physician notices 

any differences in the tissue of the breast, they will recommend computer aided screening, which is breast 

imaging. Now, once the imaging tells us the possibility of cancer existence, then there comes the need for 

biopsy, which returns the histopathological status of the tumor [7]. The different kinds of imaging 

technologies for breast cancer diagnosis are mammography, ultrasound, and magnetic resonance imaging 

(MRI). Among all these, mammography is gaining popularity because of its procedure, which includes 

projection of low-dose x-ray through which we can visualize the breast’s internal structure [8]. To save the 

lives of humankind, it is necessary to develop a computer-aided diagnosis (CAD) system which can be used 

for the early detection of disease as early as possible. This led to the usage of artificial intelligence (AI) in 

medical science for fast and accurate diagnosis of cancer [9]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Generally, a mammogram will lead to four images, such as a cranio-caudal (CC) view and a 

mediolateral oblique (MLO) view of the right breast and left breast. Due to these varieties of images, it is 

very convenient for fast diagnosis [10]. These images are usually adulterated with noise, which can hinder 

the possibility of an accurate diagnosis. So, this leads to the need for a proper filtration technique that can 

filter the image for the proper diagnosis. So far, various filtration techniques which are based on 

multiresolution mathematical transforms have been developed [11]. This outdated the performance of 

traditional filters, which are based on convolution and arithmetic operations. But these multiresolution filters 

also suffer from data loss, and due to this limitation, thresholding-based convolutional filters came into 

existence, which can perform both denoising and segmentation simultaneously [12]. Once the filtration 

process is done, the system needs to get the features from the segmented region, which is achieved by certain 

feature extraction techniques. Features are the behavior of an image in terms of storage, efficiency, and time 

consumption [13]. Any feature extraction will collect the features based on the three broad categories such as 

color, shape, and texture. Then, it's important to make a machine learning algorithm that can use this data to 

learn how to classify things [14], [15]. 

Deep learning is garnering a lot of interest in the field of machine learning since it can learn a 

collection of high-level properties and deliver high identification accuracy. This is in contrast to traditional 

machine learning techniques, which use handcrafted features. A method that uses a cascade of deep learning 

and random forest classifiers was presented by Dhungel et al. [16] as a way to identify masses in 

mammograms. Following the initial step of the classifier, the potentially malicious areas are sent on to the 

second level of the cascade random forest. During this stage, the morphological and textural aspects are 

analyzed, and afterward, the surviving areas are merged using connected component analysis. Although this 

classifier has a high true positive detection rate, it is not successful when applied to big datasets [16]. Instead 

of designing descriptors to explain the content of mammography images, Arevalo et al. [17] utilized a hybrid 

approach that included the use of convolutional neural networks (CNN) to learn the representation in a 

supervised manner. This was done in place of the traditional approach of designing descriptors. This 

approach dispenses with the necessity of coming up with a one-of-a-kind solution for each and every type of 

data while also producing results that are very accurate. Despite all of these benefits, this method suffers 

from a significant problem that prevents it from handling huge datasets [17]. 

Gustvo et al. [18] illustrated an automated algorithm for detailed examination of CC and MLO 

mammography with the use of deep learning models for the problem of jointly classifying unregistered 

mammogram views and respective segmentation maps of breast lesions. This paper reduces the disadvantage of 

dealing with large datasets, but this has the disadvantage of relying upon manual labeling for training the dataset 

[18]. Dubrovina et al. [19] CNN to learn discriminative features automatically. This approach solves the 

problem of difficulty involved in a medium-sized database by training the CNN in an overlapping patch-wise 

manner, and this approach is faster and maintains classification accuracy. In spite of all these advantages, this 

algorithm suffers from the issue of instability in the classification process [19]. Hai et al. [20] aimed to collect 

high-end semantic features for training a convolutional neural network and this algorithm then targets 

optimizing the CNN. They achieved this by combining the extracted multi-level features into one new CNN. 

This optimization makes the network pay different kinds of attention to different levels of features. Though 

this seems to be good, this approach again suffers from the issue of large datasets [20]. The main aim of this 

paper is to develop an algorithm that can utilize the deep neural network (DNN) for the diagnosis of breast 

cancer for its variety of categories without any supervision or annotation. Also, this proposed algorithm 

provides better accuracy compared to existing algorithms in the literature [21]–[24]. The rest of the paper is 

organized such that the working flow of the proposed algorithm along with technical theories is covered in 

section 2. Section 3 discusses the obtained results by the proposed algorithm and its discussion, and section 4 

discusses the work's conclusion. 

 

 

2. PROPOSED ALGORITHM 

This proposed algorithm relieves radiologists of the burden of accurately diagnosing a patient's 

image in order to determine the status of cancer. This algorithm refines the network twice using the following 

important process, hence the name double distilled DNN (triple D neural network). The name "double 

distillation" comes from the fact that it involves refining tumor extract twice. This framework's neural 

network strategy employs fewer dense layers with proper feature selection, which may result in greater 

accuracy in breast cancer diagnosis. Figure 1 depicts the entire architecture of the proposed algorithm. 

Mammography is a type of medical imaging that uses a low-dose x-ray system to examine the 

insides of the breasts. A mammography exam, also known as a mammogram, helps women detect and 

diagnose breast diseases early. This mammogram, which yields four images, screens two breasts for 

diagnosis. Two of these images are MLO views, while the others are CC views of each breast. One of the 
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standard mammographic views is the MLO view. It is the most important projection because it depicts the 

majority of breast tissue. The entire breast parenchyma is depicted in the CC view, and the fatty tissue closest 

to the chest wall appears as a dark strip on the mammogram. The pectoral muscle is shown in this view, and 

the nipple is shown in profile. Figure 2 depicts various mammogram image views (a) left CC, (b) left MLO, 

(c) right CC, and (d) right MLO. 

 

 

 
 

Figure 1. Working flow of proposed algorithm 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 2. Four different views of mammogram from two breasts (a) left CC, (b) left MLO, (c) right CC, and 

(d) right MLO 

 

 

2.1.  Double distilled tumor segmentation 

The mammogram image is accumulated with lot of noise as it is achieved by contacting the human. 

So, there is a need for filtration which is carried out by multifiltered and thresholded peripheral equalization. 

Double distilled tumor segmentation 
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This algorithm not only filters the image but also it aids in segmentation of breast part completely. So now it 

is clear that first part of double distillation completes over here since it distills the image for the extraction of 

breast region. The next turn is to extract the tumor from the region, and it is done by adaptive morphological 

segmentation. Here the second distillation of double distillation happens, and it extracts the entire tumor 

region without distortion. 

 

2.1.1. Multifiltered and thresholded peripheral equalization for preprocessing and breast segmentation 

Breast deformation is an unavoidable limitation while scanning process of mammography 

undergoes. Due to this limitation peripheral area of the breast is affected which in turn affects the grey level 

values of breast tissue. This always results in lesser intensity in peripheral areas than at central area. 

Physician will adopt for adjusting window settings which is a time eating process. So, this leads to the 

necessity for image enhancement for proper breast segmentation where the first distillation of triple D 

framework takes place. Multi-threshold peripheral equalization algorithm is applied over images for image 

enhancement and automatic segmentation of breast region. This algorithm enhances and eliminates irrelevant 

information from mammograms. The main necessity of this method is to enhance the contrast of the 

peripheral area of the mammogram by utilizing multiple thresholds. This process creates multiple images and 

then averages them to produce the smooth transitions between the central and peripheral areas of the 

mammogram. Thus, physicians can view and inspect the lesions through one window level setting. Results of 

breast extraction from mammogram breast images as shown in Figure 3. Figure 3 shows the resultant images 

of each stage of proposed breast segmentation (a) thresholded image, (b) Gaussian filtered, (c) thresholded 

multiplied with gaussian filtered, and (d) extracted breast region using peripheral equalization. 

The sub steps for this procedure are defined as per below:  

 

− Otsu for breast segmentation (Iseg): Otsu is a global thresholding technique which will select only the 

breast region for filtering. 

 

𝐼𝑠𝑒𝑔 = 𝑜𝑡𝑠𝑢(𝑀𝐼) (1) 

 

Where, MI is a mammogram image, Iseg is a segmented breast image. 

 

− Gaussian filtering (Ifilt): gaussian filter is a filter whose impulse response is gaussian function. Gaussian 

filters are designed to give no overshoot to a step function input while minimizing the rise and fall time. 

This behaviour is connected to the fact that the gaussian filter has the minimum possible group delay.  

 

𝐼𝑓𝑖𝑙𝑡 = 𝑔𝑎𝑢𝑠𝑠𝑖𝑎𝑛(𝑀𝐼, 𝑠𝑖𝑔𝑚𝑎) (2) 

 

Here sigma denotes the standard deviation of the filter, which is given as 0.1, 0.2, 0.3, 0.4 and 0.5 randomly. 

 

− Multiplication of Iseg and Ifilt: this is done to eliminate the information which lies outside the breast 

portion of the image. 

 

𝐼𝑚𝑢𝑙𝑡 = 𝐼𝑠𝑒𝑔 ∗ 𝐼𝑓𝑖𝑙𝑡 (3) 

 

− Finding normalized thickness profile (NTP): the steps for finding an NTP are given as per below. 

a. Rescale the Ifilt with different scaling parameter to get Imult(n) 

b. Find average of all the filtered images 

c. Get the threshold value from the average image 

d. Find NTP value using (4) 

 

𝑁𝑇𝑃 =
1

5
∑ 𝐼𝑚𝑢𝑙𝑡(𝑛)
𝑛
𝑖=1  (4) 

 

− Peripheral equalized image (IPE) using original image (I) and NTP: an image with suppressed noise and 

clearly defined edges is obtained at this stage with the help of NTP. 
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(a) (b) (c) (d) 

 

Figure 3. Results of multiple stages thresholding and preprocessing of mammogram image (a) thresholded 

image, (b) Gaussian filtered, (c) thresholded multiplied with gaussian filtered, and (d) extracted breast region 

using peripheral equalization 

 

 

2.1.2. Adaptive morphological operation for breast cancer tumor segmentation 

Once everything is done for breast segmentation, now it is the turn to segment only the tumor 

portion which is done by a set of morphological operation where the second distillation of the triple D 

framework takes place. Figure 4 clearly portrays the overall process of tumor segmentation.  
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Figure 4. Working flowchart of tumor segmentation from mammogram image 

 

 

The sub steps of this segmentation procedure are shown in:  

 

− Otsu thresholding: here Otsu thresholding is used again as now it has new image values and it can be 

applied to any image globally. 

 

𝐼𝑇𝐻 = 𝑜𝑡𝑠𝑢(𝐼𝑃𝐸) (5) 

 

− Image binarization: image binarization is the conversion of gray scale images to black-and-white and 

dividing into constituent objects. It completely dependent on content of image and it is mainly used to 

extract an object from an image. By this process, the image will have two divisions namely foreground 

and background. 

 

𝐼𝐵 = {
1, 𝐼𝑃 > 𝐼𝑇𝐻
0, 𝑒𝑙𝑠𝑒

 (6) 

 

Where, IB is a binary image and IP is a pixel value of image.  

 

− Erosion process: erosion is one of the two basic operators in mathematical morphology where the basic 

effect of the operator on a binary image is to erode the boundaries of regions of foreground pixels (i.e., 

white pixels, typically). Here the binarization yields an image with minute hole which are not needed 

for the process. So, this will close those holes by a structural element. 

 

𝐼𝐸 = 𝐼𝐵𝛩𝐵 = {𝑧 ∈
𝐸

𝐵𝑧
⊆ 𝐼𝐵} (7) 

 

Where IE is an eroded image, IB is a binary image to be eroded, B is the binary structural element, z is the 

vector, or the initial size of the window and E is the area in IE which comes under z. 

 

− Dilation process: the basic effect of the operator on a binary image is to gradually enlarge the 

boundaries of regions of foreground pixels. Now there arises a situation that of existence small tumor 

like microcalcification which must be enlarged to its original size, and this is done by the dilation 

mathematical operator. 

 

𝐼𝐷 = 𝐼𝐸 ⊕𝐵 =∪𝑏∈𝐵 𝐼𝐸 (8) 

 

Where, IE is the image to be dilated, B is the binary structural element, b is the vector or the initial size of the 

window. 

 

− Removing unconnected regions: this is done to fill holes, to remove some small parts in segmented 

image which cannot be added as tumor and sometimes pectoral muscles too. 

Image 

Threshold 

Gaussian Filter 

1………….5 

Average 
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𝐼𝑇 = 𝑅𝑈𝐶(𝐼𝐷) (9) 

 

Where, IT is the segmented tumor portion in the image.  

Superimposing this segmented region on breast mass: it is important to superimpose the separated 

tumor over the image so that we can find the exact position of the tumor which can aid in finding the severity 

of tumor. The resultant images using segmentation procedure are shown in Figure 5. The result of adaptive 

morphological segmentation from Figures 5(a) segmented tumor in binaryscale and 5(b) segmented tumor in 

grayscale. 

 

 

  
  

  
  

  
  

  
(a) (b) 

 

Figure 5. Result of adaptive morphological segmentation (a) segmented tumor in binaryscale and 

(b) segmented tumor in grayscale 

 

 



          ISSN:2252-8776 

Int J Inf & Commun Technol, Vol. 12, No. 1, April 2023: 1-11 

8 

2.2.  Adaptive and versatile feature extraction form the extracted breast tumor 

For the efficient classification process, there is a need for first order and higher order features to be 

collected. So, in this framework first order attributes were computed, and it includes entropy, modified 

entropy, standard deviation (SD), modified standard deviation (MSD), energy, modified energy, asymmetry, 

modified skewness, and range value of the histogram. Along with these other features like mean, SD, 

smoothness, third moment, entropy, skewness, kurtosis, variance, mode, interquartile range, and percentiles 

or quintiles are also extracted constituting to 28 first order features. 

To make the process furthermore efficient spatial inter-relationships of the pixels is carried out and 

it is done by computing grayscale co-occurrence matrix (GLCM). The 2D histogram of grayscale intensity 

for a pair of pixels is called the GLCM. The extracted second order features includes energy, contrast, 

correlation, homogeneity, entropy, maximum probability, inverse different moment (IDM), variance, sum 

average, sum entropy, sum variance, difference entropy, difference variance, autocorrelation, dissimilarity, 

cluster shade, cluster prominence, correlation information 1, and correlation information 2. Sometime there 

are situation when physical features matter. So, this work has concentrated on collecting the physical features 

as well which includes size, shape, and density of the tumor. So, this works collects large number of features 

which acts as a strong platform for these unlabeled data to perform unsupervised learning. 

 

2.3.  Congregate unsupervised deep neural network 

Since there are only unlabeled data, supervised learning is quite impossible, and it may also give 

more false positives. So, to make it into an unsupervised classifier labeling must be done within the classifier 

and this will do the clustering based on the similarities among features. This labelling strategy creates a 

dataset with the features to be trained along with their labels. The primary stage of this network is training 

where data along with the labels plays the important part. The input and its features now step into first part of 

the training phase in which labelling takes place and this step is the man aid of this network. Since here 

labelling happens in the network itself the data of any type and size can be used for the processing. This 

approach accepts inputs I and its corresponding features fe(I) for training. Now the input and its features are 

subjected for computing the distance matrix using Euclidean distance and with the ward linkage. 

 

𝐷𝑒𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑥) = ‖𝑓𝑒(𝐼𝑖) − 𝑓𝑒(𝐼𝑗)‖2 (10) 

 

Based on this the input will selects its closest clusters. Now it is time to select the approximate 

cluster such that to create the proximal matrix. This cluster selection is carried out by ward linkage which is 

depicted below: 

 

𝑐𝑖 , 𝑙𝑤𝑎𝑟𝑑 = ∑ 𝐷𝑒𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛(𝑥)𝑥∈𝑐𝑖
 (11) 

 

where ci is clusters, I is number of clusters and x is input. 

Now once the data select its exact cluster the whole process completes and the dendogram is 

created. If the data fails to find the cluster, then the whole process of calculating Euclidean distance and ward 

linkage resumes and the process goes on till it find its cluster. This process is an iterative process which 

yields lward as the label for the data. Now the training data has features of inputs f(x) and its labels lward 

which is fed into the first layer of dense network with window size 12×12. The hidden layer h is described as: 

 

ℎ𝑖 = 𝑓(𝑤 ∗ 𝑋 + 𝑏) (12) 
 

Now the hidden layer output is compiled using rmsprop optimizer which would eliminate the space for 

redundant data thereby improving the accuracy. 
 

𝑇𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑐𝑜𝑚𝑝𝑖𝑙𝑒(ℎ𝑖) (13) 

 

 

3. RESULTS AND DISCUSSION 

The performance of the proposed algorithm is verified by using standard mammogram image 

dataset and some of the performance measures such as accuracy, sensitivity, and specificity. The curated 

breast imaging subset-digital databased for screening mammography (CBIS–DDSM) dataset [25] are used 

for training and testing of proposed algorithm. This dataset is updated version of DDSM and contains 2,620 

scanned film mammography images. Out of this dataset, in this paper, 280 images are taken as training 

dataset and 80 images are taken as testing dataset.  
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The training images are subjected under various algorithms for its prior processing to make the 

classification more accurate. The algorithm produces various range of accuracy with different number of 

features and training dataset. The algorithm has been updated at each step by adding or reducing features or 

training dataset. Table 1 gives the summarized performance of proposed algorithm over different features and 

different number of images in training dataset. As the Table 1 clearly reveals that low number of features 

gives good learning to proposed algorithm. Since deep learning requires more space for its training it suffered 

from overfitting problem, and this leads to low accuracy. Then various experiments were carried out with 

different number images in the dataset and different number of features. From the Table 1, it is obvious that 

the algorithm performs better when it has lesser data and lesser features. Thus, finalization was made to train 

the network with 12 features of 280 images which yields a good training accuracy of 96.1. This is lower than 

the accuracy of training with 12 features of 250 images, but the variation is negligible. Hence used the last 

case which can accept good amount of dataset in training a good number of features. The proposed algorithm 

suffers in its performance measures with higher number of hidden layers. This changes in performance 

happens due to more hidden layers along with large number of datasets which creates over fitting problem 

resulting in huge variation of performance measures. The analysis of performance measures with respect to 

different hidden layers for proposed algorithm for testing dataset are summarized in Table 2. 

 

 

Table 1. Accuracy of proposed algorithm over different number of features and different number of images in 

dataset 
Number of features Dataset Accuracy 

29 280 50 

29 250 50.5 

20 280 55.8 
20 250 56.2 

19 280 63.5 

19 250 79 
16 280 73.2 

16 250 75.8 

14 280 81.9 
14 250 82.5 

12 280 96.1 

12 250 96.50 

 

 

Table 2. Performance measures with different number of hidden layers for testing dataset 

Number of hidden layers 
Performance metrics 

Accuracy (%) Precision (%) Recall (%) Sensitivity (%) Specificity (%) 
4 62 65 56 72 80 
3 65 71 62 79 84 
2 82 84 74 87 89 
1 96 89 84 92 95 

 

 

The results in Table 2 shows that proposed algorithm gives good accuracy for a smaller number of 

hidden layers. The performance of proposed algorithm is also compared with some existed algorithms [21]–[24] 

which are used for feature extraction and detecting of breast cancer tumor. These algorithms were designed 

using conventional machine learning algorithms such as support vector machine (SVM), decision tree (DT), 

Naïve Bayes (NB), and k nearest neighbor (KNN). The comparison of algorithms is given in Table 3.  

 

 

Table 3. Comparison of performance for various learning-based algorithms 
Method Used algorithm Achieved maximum accuracy 

Kim et al. (2012) [21] SVM 0.8458 
Park et al. (2014) [22] Semi supervised learning, SVM, NB, and random forest 0.725, 0.528, 0.592, and 0.664 

Sountharrajan et al. (2017) [23] SVM, NB, and DT 0.7925, 0.7725, and 0.7725 

Abien et al. (2018) [24] SVM and KNN 0.9375 and 0.9357 
Proposed DNN 0.96 

 

 

4. CONCLUSION 

In this paper, an automatic diagnosis algorithm for detecting breast cancer based on clustering based 

unsupervised learning is presented. The proposed algorithm was designed using thresholding and DNN. The 

tumor in mammogram image was extracted using Otsu thresholding-based segmentation in this proposed 
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algorithm. The various tumor features which were extracted from the tumor are used about prediction of 

image like that image has tumor or not. The experimental results show that the proposed algorithm provides 

accuracy up to 96% for detection of breast cancer. The results also show that the performance of proposed 

algorithm was better than performance of existed algorithms in the literature.  
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