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 Suppression of noise in noisy speech signal is required in many speech 

enhancement applications like signal recording and transmission from one 

place to other. In this paper a novel single line noise cancellation system is 

proposed using derivative of normalized least mean spare algorithm. The 

proposed system has two phases. The first phase is generation of secondary 

reference signal from incoming primary signal itself at initial silence period 

and pause between two words, which is essential while adaptive filter using 

as noise canceller. Second phase is noise cancellation using proposed 

modified error data normalized step size (EDNSS) algorithm. The 

performance of the proposed algorithm is compared with normalized least 

mean square (NLMS) algorithm and original EDNSS algorithm using 

standard IEEE sentence (SP23) of Noizeus data base with different types of 

real-world noise at different level of signal to noise ratio (SNR). The output 

of proposed, NLMS and EDNSS algorithm are measured with output SNR, 

excessive mean square error (EMSE) and misadjustment (M). The results 

clearly illustrates that the proposed algorithm gives improved result over 

conventional NLMS and EDNSS algorithm. The speed of convergence is 

also maintained as same conventional NLMS algorithm. 
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1. INTRODUCTION 

The speech is very important way of communication in human being. But during recording and 

transmission of the speech many times corrupted by background noises, which reduces the quality and 

intelligibility of speech signal. When this corrupted signal is transmitted it becomes unpleasant to listen at 

receiving end. The background noise may be either stationary or non-stationary in nature. The suppression of 

stationary noise is not much complicated due to their statistical parameters are same with time for entire 

signal. But in case of non-stationary noise the statistical parameters like standard deviation, mean and 

amplitude distribution are changes with time [1]. 

From more than four decades researchers are focused in the area of noise estimation and developed 

the different speech enhancement algorithms as well as try to improve the intelligibility of the speech signal. 

Researchers are especially given more emphasis on different forms of adaptive filter like least mean square 

(LMS), leaky LMS, normalized (NLMS), and recursive (RLS) algorithm. Out of these algorithms NLMS and 

its derivative alogirthms are widely used for speech enhancement [2]. To enhance the speech signal in 

stationary noise environment either spectral subtraction or wiener filter is [3]–[5] suffieint. But enhancement 

of non-stationary signal like speech in non-stationary noise is very difficult and still active field of research. 

https://creativecommons.org/licenses/by-sa/4.0/
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When adaptive filter [6], [7] used as noise canceller it required primary signal along with secondary reference 

signal. The characteristics of secondary reference signal used in adaptive noise canceller must be correlated 

with noise that is present along with the primary signal. Researchers are worked in this field and developed 

various algorithms for speech/music discrimination, speech/noise discrimination, speech/song discrimination, 

and echo cancellation [8]–[14]. In single line noise canceller, the information about secondary reference is 

unknown and difficult to generate using mathematical procedure [12]. So, in this proposed method secondary 

reference signal is generated by primary signal itself by taking the information at initial silence period and 

pauses between the two words. The primary signal along with generated secondary signal is applied to an 

adaptive filter as primary and reference inputs. So, the proposed method has two stages: i) generation of 

secondary reference signal and ii) noise cancellation using an adaptive filter. 

 

 

2. PROPOSED METHOD 

2.1.  Generation of secondary reference signal 

The first step in the proposed algorithm is generation of reference signal. The steps followed to 

generate the secondary reference is signal is as follows: 

Step 1: break the signals into frames of 0.01 seconds 

The input signal can break into frames of 0.01 seconds using following procedure. Initially set the 

frame duration as 0.01 s and sampling frequency as 16,000 Hz. Then take the product of sampling frequency 

and frame duration. Finally calculate the number of frames by dividing total number of samples in the 

incoming signal by frame lengh and round off to nearest integer value. 

Step 2: identifying signal frame and noise frame by thresholding method 

Set the amplitude threshold depends on input noise level. In this work amplitude threshold fixed as 

0.164 for 0 dB, 0.10 for 5 dB, 0.054 for 10 dB, and 0.043 for 15 dB. Then start with first frame and compare 

with threshold value, if the frame is less than threshold value segregates it as noise frame otherwise segregate 

as signal frame and repeat the same for all the frames. 

Step 3: generation of secondary reference using pauses and initial silence period 

Select the noise frame which gives information about initial silence period and pauses 

(approximately) in the speech signal. Start with noise present in the initial silence period and extend the same 

information until first pause then select noise frame extracted from first pause frame extend the same until 

next pause period and repeat the same for entire signal. This will be act as reference signal for adaptive filter. 

The outcome of the procedure is illustrating in Figure 1. From top to bottom which consists of 

standard IEEE sentence (SP23) noisy speech signal corrupted with zero decibels babble noise as primary 

input, separated signal frame, separated noise frame, and completed reference signal. Then generated 

reference signal will be applied to adaptive noise canceller as secondary reference signal. 

 

 

 
 

Figure 1. The primary signal, signal frame, noise frame, and the reference signal from ’0’ dB babble noise 

 

 

2.2.  Noise cancellation using adaptive filter 

Next phase is noise cancellation using adaptive filter. The basic block diagram of adaptive noise 

canceller is shown in Figure 2. Where d(n) is primary input which consists of desired signal s(n) along with 

uncorrelated noise n0(n). The reference input x(n) is another noise n1(n) which is correlated with n0(n) and 

uncorrelated with desired signal s(n). 
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Figure 2. Single line adaptive noise canceller 

 

 

The step size remains constant in the basic LMS algorithm for entire adaptive process but in NLMS 

algorithm the step size changes from one iteration to next iteration. In which it reduces slope overload 

problem and also rate of convergence of NLMS is faster than that of LMS filter [2], [15]. So, the method of 

varying the step size is focused by many researchers and developed different forms of NLMS algorithms 

[16]–[22]. In which error data normalized step size (EDNSS) [23] algorithm is also one type of NLMS 

derived algorithm. In this paper an algorithm is proposed which is modification of EDNSS algorithm. The 

output, error, and weight equation of conventional NLMS algorithms are shown in: 

 

The output; 𝑦(𝑛) = 𝑤(𝑛). 𝑥𝑇(𝑛) (1) 

 

The error; 𝑒(𝑛) = 𝑑(𝑛) − 𝑦(𝑛) (2) 

 

The weight (3): 

 

𝑤 (𝑛 + 1)  = 𝑤 (𝑛)  +  
µ

έ+||𝑥(𝑛)||2  𝑥(𝑛) 𝑒(𝑛) (3) 

 

where ‘w’ is the adaptive filter vector weight, ‘μ’ is step size and ||𝑥(𝑛)||2 is equal to 𝑥(𝑛) ∗ 𝑥𝑇(𝑛), const 

(έ) is used in the denominator to prevent the division by a very small number. A modified form on NLMS 

algorithm introduced in called as EDNSS algorithm [19], [21], [22] and the weight update (4) and (5) is: 

 

𝑤(𝑛 + 1) = 𝑤(𝑛) +
µ

𝛼||𝑒𝐿(𝑛)||
2

+(1−𝛼)||𝑥(𝑛)||2
𝑥(𝑛)𝑒(𝑛) (4) 

 

where ||𝑒𝐿(𝑛)||2 = ∑ |𝑒(𝑛 − 𝑖)|2𝐿−1
𝑖=𝑜  (5) 

 

 The parameter ‘L’ represents fixed number of samples selected on the basis to get optimum 

response. The proposed algorithm may be considered as modified EDNSS algorithm in which adding error 

vector for ‘n’ samples along with fixed samples ‘L’ in denominator then (4) becomes: 

 

𝑤(𝑛 + 1) = 𝑤(𝑛) +
µ

𝛼||𝑒𝐿(𝑛)||
2

+(1+𝛼)||𝑒(𝑛)||
2

+1−𝛼)||𝑥(𝑛)||2
𝑥(𝑛)𝑒(𝑛) (6) 

 

Where ||𝑒 (𝑛)||2 = ∑ |𝑒(𝑛 − 𝑖)|2𝑛−1
𝑖=𝑜  (7) 

 

The parameter ‘n ‘represents the total number of speech samples. The performance of the adaptive 

noise canceller may be described in terms of output signal to noise ratio (SNR), the excessive mean square 

error (EMSE) and misadjustment ‘M’ [22], [23]. The EMSE at the nth iteration is defined by: 

 

𝐸𝑀𝑆𝐸 (𝑛)  =
1

𝐿
∑ |𝑒1(𝑛 − 𝐽)|2𝐿−1

𝑗=0  (8) 

 

where 𝑒1(𝑛) = 𝑒(𝑛) − 𝑠(𝑛) is the excess residual error. The steady state EMSEss [19] is defined by: 

 

𝐸𝑀𝑆𝐸 𝑠𝑠 =
1

𝐾−𝑃
∑ 𝐸𝑀𝑆𝐸(𝑛)𝐾−1

𝑛=𝑃  (9) 

 



Int J Inf & Commun Technol  ISSN: 2252-8776  

 

Single line noise cancellation using derivative of normalized least mean … (Rathnakara Srinivasa Pandit) 

41 

where ‘K’ is the total number of samples of the speech signal in SP23 and ‘P’ is the number of samples after 

which the algorithm reaches steady state. The misadjustment as shown in:  

 

𝑀 =
𝐸𝑀𝑆𝐸𝑠𝑠

𝑀𝑆𝐸𝑚𝑖𝑛
 (10) 

 

where 𝑀𝑆𝐸 𝑚𝑖𝑛 =
1

𝐾−𝑃
∑ |𝑠(𝑛)|2𝐾−1

𝑛=𝑃  (11) 

 

𝑆𝑁𝑅 (0), =
𝑀𝑒𝑎𝑛(𝑆𝑖𝑔𝑛𝑎𝑙)2

𝑀𝑒𝑎𝑛(𝑆𝑖𝑔𝑛𝑎𝑙−𝑁𝑜𝑖𝑠𝑒 𝑅𝑒𝑑𝑢𝑐𝑒𝑑 𝑆𝑖𝑔𝑛𝑎𝑙)2 (12) 

 

Interms of decibels 

 

𝑆𝑁𝑅 (0), 𝑑𝐵 =  10𝑙𝑜𝑔10
𝑀𝑒𝑎𝑛(𝑆𝑖𝑔𝑛𝑎𝑙)2

𝑀𝑒𝑎𝑛(𝑆𝑖𝑔𝑛𝑎𝑙−𝑁𝑜𝑖𝑠𝑒 𝑅𝑒𝑑𝑢𝑐𝑒𝑑 𝑆𝑖𝑔𝑛𝑎𝑙)2 (13) 

 

 

3. RESULTS 

The experimentation is carried for speech signal “SP23” from Noizeus data base of male voice 

saying “stop whistling and watch the boys march”. The original signal has 21,209 samples. The simulations 

are carried with K=21,209 for speech signal, N=10 (length of the filter), L=200 P=1, α=0.7, and µ=0.1. 

The performance of the NLMS, EDNSS, and proposed method are tested with babble noise, 

exhibition noise, restaurant noise and airport noise at different level of SNR. Figure 3 illustrates the effect of 

the different noise level added to original speech signal. Figure 4 shows the primary signal, reference signal, 

output and the EMSE for NLMS with original speech corrupted with babble noise of ‘0’ dB. Figure 5 shows 

the same for EDNSS algorithm and Figure 6 shows for proposed method. The proposed method gives better 

output SNR for all types of nonstationary noises at different level of input SNR compare to NLMS and 

EDNSS algorithms. This is clearly shown in Table 1. Figures 7–9 shows plot of EMSE in decibels for 

NLMS, EDNSS, and proposed algorithm (modified EDNSS algorithm). Compare to NLMS and EDNSS 

algorithms steady state EMSE and misadjustement decreases in proposed (modified EDNSS) algorithm. 

Table 2 demonstrates the steady state EMSEss in dB and misadjustement (M) for different algorithms.  

 

 

 
 

Figure 3. From top to bottom: original speech signal, babble noise corrupted speech at ‘0’ dB, ’5’ dB,  

’10’ dB, and ’15’ dB 
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Figure 4. From top to bottom, primary signal, reference signal, output, and EMSE of NLMS algorithm 

 

 

 
 

Figure 5. From top to bottom, primary signal, reference signal, output, and EMSE of EDNSS algorithm 

 

 

 
 

Figure 6. From top to bottom, primary signal, reference signal, output, and EMSE of modified EDNSS 

algorithm 
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Table 1. Performance of various algorithms for different types of noises at different input SNR 

Type of noise Input file name Input SNR in dB 
Output SNR in dB 

NLMS EDNSS Proposed algorithm 

Babble noise sp23_babble_sn0 0 8.16 9.7 11.93 

sp23_babble_sn5 5 9.47 11.67 13.86 

sp23_babble_sn10 10 11.66 14.31 15.1 
sp23_babble_sn15 15 15.62 17.83 19.15 

Restaurant noise sp23_resturant_sn0 0 6.44 7.72 8.32 

sp23_resturant_sn5 5 9.0 11.75 12.53 
sp23_resturant_sn10 10 10.57 12.31 12.77 

sp23_resturant_sn15 15 14.98 17.41 18.7 

Airport noise sp23_airport_sn0 0 5.69 7.27 7.89 
sp23_airport_sn5 5 9.10 11.55 13.57 

sp23_airport_sn10 10 11.25 13.37 15.07 

sp23_airport_sn15 15 14.99 18.00 18.59 
Exhibition noise sp23_exhbition_sn0 0 4.07 4.84 5.72 

sp23_exhbition_sn5 5 8.64 12.28 14.4 

sp23_exhbition_sn10 10 11.65 16.41 17.52 

sp23_exhbition_sn15 15 14.84 18.36 19.21 

 

 

 
 

Figure 7. Excess mean square in decibels plot for NLMS algorithm 

 

 

 
 

Figure 8. Excess mean square in decibels plot for EDNSS algorithm 
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Figure 9. Excess mean square in decibels plot for modified EDNSS algorithm 

 

 

Table 2. Comparison of EMSEss and misadjustment for different algorithms 

Type of 

noise 
Input file name 

Input 

SNR 
in dB 

NLMS EDNSS Proposed algorithm 

M 
EMSEss 

(dB) 
M 

EMSEss 
(dB) 

M 
EMSEss 

(dB) 

Babble 

noise 

sp23_babble_sn0 0 0.0761 -59.15 0.0536 -60.67 0.0254 -63.92 

sp23_babble_sn5 5 0.0564 -60.45 0.0340 -62.65 0.0205 -64.84 

sp23_babble_sn10 10 0.0341 -62.64 0.0185 -65.29 0.0154 -66.07 
sp23_babble_sn15 15 0.0137 -66.61 0.0082 -68.80 0.0011 -70.52 

Restaurant 

noise 

sp23_resturant_sn0 0 0.1133 -57.42 0.0845 -58.69 0.0736 -59.29 

sp23_resturant_sn5 5 0.0628 -59.98 0.0334 -62.72 0.0279 -63.50 
sp23_resturant_sn10 10 0.0436 -61.57 0.0283 -63.29 0.0284 -63.74 

sp23_resturant_sn15 15 0.0158 -65.94 0.0091 -68.38 0.0067 -69.67 

Airport 
noise 

sp23_airport_sn0 0 0.1348 -56.67 0.0937 -58.24 0.0813 -58.87 
sp23_airport_sn5 5 0.0614 -60.08 0.0350 -62.52 0.0221 -64.52 

sp23_airport_sn10 10 0.0371 -62.23 0.0300 -64.34 0.0155 -66.04 

sp23_airport_sn15 15 0.0158 -65.97 0.0079 -68.98 0.0069 -69.56 
Exhibition 

noise 

sp23_exhbition_sn0 0 0.0196 -55.04 0.1638 -55.81 0.1337 -56.70 

sp23_exhbition_sn5 5 0.0681 -59.62 0.0295 -63.26 0.0181 -65.38 

sp23_exhbition_sn10 10 0.0365 -62.34 0.0114 -67.38 0.0088 -68.49 
sp23_exhbition_sn15 15 0.0163 -65.83 0.0073 -69.34 0.0060 -70.18 

 

 

4. CONCLUSION 

In this paper single line noise cancellation system is proposed by generation of secondary reference 

signal and modified EDNSS algorithm. The results are demonstrated for different types of noises at different 

level of input SNR. The proposed algorithm improves output SNR, reduces misadjustment and steady state 

minimum mean square error especially in low SNR environment. The algorithm also increases speed of 

convergence. So, the proposed methodology can be used in speech enhancement applications like automatic 

noise canceller, echo removal, and noise cancellation in digital hearing aids when the information of 

secondary reference signal is unavailable. 
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