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 Rainfall as an environmental feat can change fast and yield significant 

influence in downstream hydrology known as runoff with a variety of 

implications such as erosion, water quality, and infrastructures. These, in 

turn impact the quality of life, sewage systems, agriculture, and tourism of a 

nation to mention a few. It chaotic, complex, and dynamic nature has 

necessitated studies in the quest for future direction of such runoff via 

prediction models. With little successes in use of knowledge driven models, 

many studies have now turned to data-driven models. Dataset is retrieved 

from Metrological Center in Lagos, Nigeria for the period 1999-2019 for the 

Benin-Owena River Basin. Data is split: 70% for train and 30% for test. Our 

study adapts a spatial-temporal profile hidden Markov trained deep neural 

network. Result yields a sensitivity of 0.9, specificity 0.19, accuracy of 0.74, 

and improvement rate of classification of 0.12. Other ensembles 

underperformed when compared to proposed model. The study reveals 

annual rainfall is an effect of variation cycle. Models will help simulate 

future floods and provide lead time warnings in flood management. 
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1. INTRODUCTION 

Rainfall runoff predictions have since become a critical issue, especially with the deluge around 

Benin-Owena River Basin of Nigeria that occurred from 2015 through 2018 and again in the second and third 

quarters of 2022. Many states witnessed the general displacement of their citizens across the nation [1], [2]. 

Thus, runoff prediction has become also a critical feat in planning and executing farming policies. Such 

predictions are possible via the use of mathematical models to yield knowledge and data-driven algorithms. 

Rainfall is often forecasted primarily via quantifying the runoff. The dynamic nature of environmental issues has 

become of great concern to its awareness. As such, these models must account for trending challenges and meet 

the new requirements to deal with its related tasks that includes (and not limited to) land degradation, pollution, 

erosion, flood resource management, land-use consequence, and climate changes [3], [4]. 

Rainfall has a significant influence on downstream hydrology and flooding resulting from runoff 

with a range of complications for water quality, land-use structures, agriculture, sewage system, tourism, and 

in general impacts on the quality of life [5]. With these, early warning of such is both critical and imperative 

in managing water resources [6]–[8]. The chaotic and complex nature of environmental processes makes 

https://creativecommons.org/licenses/by-sa/4.0/
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runoff modeling and prediction a difficult task [6]–[8], despite the various advances in weather predictions 

and the accurate prediction of runoff is often challenging and germaine [9], [10] in operational hydrology. 

Our study is motivated by [11]–[14] noting that: i) many models still have the issues of calibration 

and model validation resulting from the limited availability of datasets vis-à-vis the heterogeneity of the 

rainfall scheme that poises the model to relearn feats and parameters that are often difficult to understudy 

[15], [16] and ii) formulating such optimization tasks often requires carefully selected parameters–and yield 

an outcome that may amend previously considered variables. The careful selection of hyperparameters will 

yield an optimal solution, devoid a model of over-parameterization, and overfitting as well as vary with each 

problem domain [5], [17]. To overcome the stated pitfalls, we propose hybrid deep-learning runoff ensemble 

with the Benin-Owena River Basin development authority (BORDA) dataset retrieved from the National 

Metrological Centre in Lagos State, Nigeria. 

 

 

2. LITERATURE REVIEW 

2.1.  Review of related literature 

Globally, scientists in quest to actualize knowledge-driven and stochastic models, are often posied to 

ensure cum enhance an accurate prediction cum forecasts of rainfall [9]. Recent efforts are focused on using 

the auto-regressive moving average approach and in some cases yield such optimal solutions with the use of 

exogenous variables for multi-objective functions used to represent runoff hydrology datasets [18].  

Ojugo et al. [19] used a gravitational search fused neural network model with observed data from the Chad 

River Basin for the period 1996-2007. Model had accuracy 0.97, sensitivity 0.68, and specificity 0.82 with 

58%, 24%, 56%, and 42% respectively as computed coefficient of efficiency (COEs) for 4-stations being 

understudied. It was observed that rainfall results vary from long-term runoff with significant correlation 

between rainfall and runoff. The trained model thus, yields lead time warning for flood management and 

simulated future flood/runoff. 

Durowoju et al. [20] used the autoregressive-3 (AR-3) model that yielded significant correlations of 

rainfall with cloud cover, humidity, and temperature difference. With sunshine sensitive to impulse response 

functions, they used a 4-TF model and forecasted rainfall with a 0.023 root mean square error (RMSE) as 

best suited for the model. This was found to outperform the univariate and multiple regression seasonal 

autoregressive integrated moving average (SARIMA) models. Ngene et al. [15] used generalized 

autoregressive conditional heteroskedasticity (GARCH) with the Chad Basin dataset from 1996 to 2007 on 

rainfall, temperature difference, relative humidity, sunshine, and cloud cover. The study established a 

significant association with rainfall for humidity, temperature difference, and cloud. Using impulse response 

functions GARCH (1, 0, 1) for predicting rainfall with RMSE of 2.3% as the most appropriate. When 

compared, we agree that the model performs better than both multiple regression and univariate SARIMA  

(1, 0, 1)*(1, 0, 1) models. 

 

2.2.  Data gathering 

The selected area is the BORDA Nigeria. It has a land-mass of 22,045 km2, a 1,023 mm annual 

mean rain, and 3.8 m/1.5 m3/s perennial discharge for its dry/peak periods respectively. Figure 1 reflects the 

time-plot within the period 1999-2019, for which we see fragment starts during the period of constant low 

rainfall. Table 1 shows the detailed description of the BORDA dataset with the various features such as 

rainfall, temperatiure difference, and mean humidity. 

 

 

 
 

Figure 1. Clustered time plot of annual mean rain for the BORDA 

0

500

1000

1500

2000

2500

1
9

9
9

2
0

0
0

2
0

0
1

2
0

0
2

2
0

0
3

2
0

0
4

2
0

0
5

2
0

0
6

2
0

0
7

2
0

0
8

2
0

0
9

2
0

1
0

2
0

1
1

2
0

1
2

2
0

1
3

2
0

1
4

2
0

1
5

2
0

1
6

2
0

1
7

2
0

1
8

2
0

1
9

M
ea

n
 A

n
n

u
al

 R
ai

n
fa

ll

Year

Mean Annual Rainfall 1999 - 2019



                ISSN: 2252-8776 

Int J Inf & Commun Technol, Vol. 13, No. 1, April 2024: 108-115 

110 

Table 1. Detailed summary sheet of rainfall features for 1999–2019 

Year 
Rainfall 

in mm 

Temperature difference Mean 

humidity 

Mean sunshine 

in hours 

Mean WindSpeed 

in mtrs/sec 

Wind 

direction TMax TMin 

1999 271.4 31.567 22.909 78.901 3.256 2.902 SW 
2000 295.1 32.092 23.405 76.902 3.761 3.508 S 

2001 628.9 31.533 23.508 83.000 3.021 2.892 W 

2002 594.4 32.017 23.817 85.200 2.994 2.858 SW 
2003 795.7 31.575 23.703 83.134 5.012 2.917 W 

2004 216.4 31.733 24.442 79.013 4.561 3.375 SW 

2005 229.4 31.567 23.468 85.301 4.092 2.935 SW 
2006 558.8 32.092 24.501 79.34 4.432 3.451 SW 

2007 449.6 31.917 23.908 81.211 3.895 3.209 S 

2008 383.4 32.042 24.091 83.120 4.501 3.021 S 
2009 351.7 31.575 23.508 83.753 4.458 3.508 NE 

2010 271.4 31.733 23.717 83.917 5.067 2.892 W 

2011 295.1 31.567 23.700 83.751 4.433 2.858 SW 
2012 628.0 32.092 24.042 83.667 3.850 2.917 S 

2013 963.0 31.533 23.458 83.667 4.042 3.375 SW 

2014 1005.0 32.017 23.183 83.583 3.883 3.733 SW 
2015 1963.1 31.458 23.617 81.501 2.933 3.3 S 

2016 1934.1 32.142 23.842 84.751 4.358 3.058 SW 

2017 558.8 31.917 23.317 85.167 4.001 2.825 S 
2018 623.9 32.042 24.825 83.001 4.158 2.983 S 

2019 723.1 31.558 23.483 81.333 4.575 3.15 W 

 

 

2.3.  Hybrid deep learning reinforcement ensemble 

We use a hybrid deep learning ensemble as seen in the Figure 2 to be grouped as a component with 

3-basic blocks as adapted from [14], [21]. The deep learning modular memetic network ensemble is divided 

into 3-basic models namely: i) the unsupervised deep learning Kohonen modular neural network, ii) the 

supervised cultural genetic algorithm (CGA), and iii) the knowledgebase, respectively. 

 

 

 

 

Figure 2. Deep learning modular memetic algorithm 

 

 

2.3.1. Supervised cultural genetic algorithm 

Genetic algorithm (GA) is inspired by the survival of the fittest (elitist) syndrome via a chosen 

population of potential solutions [22]–[25]. For a task, each candidate solution in the space is yielded using 

4-basic operators [26], [27]. Candidates with genes (values) close to its optimal solution and/or the objective 

function) are said to be fit, as determined by its fitness function. The 4-basic operators can be found in  

[28], [29]. The variant cellular genetic algorithm (CGA) has 4-belief spaces namely: i) norm belief specifies 

particular values each rule must fall within, ii) domain belief shows information about the task, iii) temporal 

belief shows all available information about the task, and iv) spatial belief shows coverage data about the task 

as in [30], [31]. Also, CGA has an influence function ensures that candiates (rules) values must conform to 

thebelief-space(s). Afterwards, CGA generates new population with values that are bound to (i.e. do not 
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violate) its belief space. These, in turn, helps reduce number of possible candidates generated till an optimum 

is reached [32]–[35]. 

 

2.3.2. Kohonen modular neural networ 

The Kohonen modular neural networ (MNN) is a gridlike, feed-forward network whose first layer 

accepts input, and re-sends unbound to its second layer, which uses the transfer function to offer competitive 

computation. The competitive layer then maps similarity patterns into relations. Pattern relations noticed are 

used to determine the result after training [21], [36]. We modify the parameters and carefully create our deep-

learning Kohonen MNN via a deep architecture [37]. Our deep learning is achieved by training the network 

via 2-stages: the pre-trained and fine-tuned processes [38] and is adapt from [39] and used as the 

experimental ensemble. 

 

2.3.3. Experimental framework 

The experimental framework is trained as [40]:  

- Input data is received from the storage unit and sent to GA-unit (consisting of encoder, selector, swapper 

recombiner, swapper mutator, and belief terminator). Each phase yields a fundamental operation in the 

CGA to help train the dataset. In optimizing, dataset feats are held within a knowledgebase as operational 

data for the learning process [41]–[43]. 

- Our modular network receives the rules-dataset, which is then grouped as successive labelled instances 

(references). The classifier then passes the if-then rules values of selected parameters into data-point 

clusters. With rules modeled as a production system, the block has 4-components namely: i) a ruleset of 

rules, how each rule is patterned and the task therein, ii) knowledgebase of if-then rules selected as data 

features/parameters, iii) a control strategy to determine the order of execution of stored rules when it finds 

a match and how to resolve conflicts when/if several rules are matched simultaneously, and iv) a rule 

applier. The MNN as a component analyzer yields a self-learning block with rules optimized via crossover 

and mutation, enabling the trained ensemble to effectively, and predict the runoff values [44], [45]. 

- Lastly, the network acts as a decision support with predicted values (output) and the automatic update of 

rules-knowledgebase, as transactions are encountered with new data and thus classified. 

Model is first, initialized with 30-selected if-then fit rules - which are then selected via the tourney 

approach as genes of the same parent. Ensemble uses the 2-point crossover to learn the dynamic, complex, 

and non-linear underlying feats of interest within the dataset. As we accept new off springs, a new pool 

emerges via mutation [46]. We then select 3-random rules and allocate new values (from 0-to-1) to confirm 

and not violate the ensemble’s beliefs. With each time-stamped runoff data representing a value, selection is 

done for via the MNN to ensure the norm-domain-and-temporal beliefs is met. While, mutation (its number 

which determines how close model is to optimal solution) ensures spatial belief is met [1], [28]. All these are 

determined by the influence function (of rules and chromosome candidate) - to yield results as trained using 

the hybrid ensemble. These, impacts on how the ensemble is processed and stops when best rule has fitness 

score of 0.8 or higher. 

 

 

3. FINDINGS AND RESULT DISCUSSION 

3.1.  Model evaluation 

An ensemble’s predictive capability is identified via 15-recorded/annotated labels for CGA-optimized 

runoff dataset. In prediction, we measure an ensemble’s performance via confusion matrix as: i) sensitivity 

measures how good a model correctly classifies data with incorrectly classified labels present, ii) specificity 

measures how good a model will detect the absence of incorrect data-points when it is not present in the 

dataset, and iii) accuracy measures the proportion of true results seen as the degree of truth of a prediction. 

With TP=43, TN=3, FP=11, FN=5, and using (1)-(3), our computed values yields. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 =  

43

43+5
 = 0.90 (1) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝐹𝑁+𝐹𝑃
 =  

3

11+5
= 0.185 (2) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝐹1 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+ 𝐹𝑁
 =  

43+3

43+3+11+5
= 0.74 (3) 

 

Proposed ensemble resulted in a sensitivity of 0.9, with specificity 0.185, accuracy 0.74, and a 0.12 rate of 

improvement for data (not included from outset) used to train/test the ensemble as in Figure 3. 
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Figure 3. Hybrid ensemble training-phase result 
 

 

3.2.  Result findings 

Training ensemble used the feedforward in time backpropagation learning algorithm for each phase 

until a finite epoch is reached. Training phase was noted to have reached its equilibrium at 40-epochs as in 

Figure 4 which represents training phase for the ensemble. Figure 4 show futures-rainfall prediction direction 

for the monthly forecast for 2023. For 2023, the ensemble shows a volatility varies between the ranges 

[0.412, 2.092] for the 12-months period (i.e. 52-weeks period). Thus, we witness an increase in rainfall rather 

than a drop in the runoff values in the near future. The results holds same for [3], [4], [16]. This may be have 

been possible through the change in condition due to model training via older dataset. 

 

 

 
 

Figure 4. Futures rainfall runoff direction and volatility 

 

 

3.3.  Discussion of findings 

Hybrid ensembles are quite challenging to implement due to a variety of issues such as: i) data 

encoding conflict from one algorithm to another within the ensemble, ii) there is also the issue of the 

underlying features of interest generated for each candidate solution, and iii) resolving of structural 

dependencies imposed on the ensemble by features in the dataset not contained from the outset. These, must 

be resolved for the ensemble to yield an optimal solution. Most modelers must select the requisite and 

appropriate parameter(s) to avoid ensemble over-fitting and over-training. Furthermore, the effects of such 

ensemble/hybrid is to prevent agents within a multi-goal tasks such as this, from creating and enforcing their 

own behavioral rules on the dataset during training. 
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4. CONCLUSION 

Models are useful representations of a realistic system. Its primary goal is to posit an educational 

tool that provisions the right insight that helps a researcher to better understand a symmetric reflection of the 

reality the work portends. They also help advance existing knowledge to researchers yielding a new language 

that seeks to communicate hypotheses. Thus for this study, we only require a reasonably detailed and 

applicable model. To investigate hypotheses, parametric inputs are crucial and must be correctly estimated 

and finding the underlying probabilities. In addition, our interest must align with the ensemble’s 

implementation as a feedback scheme via its prediction capabilities rather than its yielding numeric 

agreement for various observations. 
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