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 The accessibility of academic information greatly impacts the satisfaction and 

loyalty of university students. However, limited university resources often 

hinder students from conveniently accessing information services. To address 
this challenge, this research proposes the digitization of the question-

answering process between students and student service staff through the 

implementation of generative chatbot. A generative chatbot can provide 

students with human-like responses to academic inquiries at their 
convenience. This research developed generative chatbot using pre-trained 

GPT-2 architecture in three different sizes, specifically designed for 

addressing practicum-related questions in a private university in Indonesia. 

The experiment utilized 1288 question-answer pairs in Indonesian and 
demonstrated the best performance with a BLEU score of 0.753, signifying 

good performance accuracy in generating text despite dataset limitations. 
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1. INTRODUCTION 

The quality of services offered by universities significantly impacts student satisfaction and  

loyalty [1]. University services encompass complaint handling and academic-related information services. 

However, due to university operating hours and limited human resources, students often face limitations in 

accessing services, particularly information-related ones, at their convenience. To address this issue, the 

deployment of chatbot technology presents a viable solution to enhance the quality of university services by 

offering prompt responses to student inquiries. Proven through research conducted on higher education 

institutions in Indonesia, technological innovation demonstrates a significantly positive correlation with 

student loyalty and satisfaction [2]. 

Based on the model employed, chatbots can be categorized into three main types: rule-based models, 

retrieval-based models, and generative models. Rule-based and retrieval-based models are knowledge-based 

chatbots which formulating responses derived from the predefined responses, whereas generative chatbot 

models rely on their proficiency in natural language understanding (NLU) and natural language generation 

(NLG) [3]. In Indonesia, several universities have implemented chatbots to address student inquiries 

concerning administrative and operational aspects of academic-related. However, the chatbot systems utilized 

by universities are predominantly knowledge-based models, resulting in constrained responses and a lack of 

flexibility. The latest trend involves the development of generative chatbots which can engage with users in a 

more flexible manner. Developing generative chatbots necessitates a model proficient in text generation, 

encompassing both NLG and NLU capabilities [4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Transformer [5] have emerged as the dominant architecture in natural language processing (NLP) 

tasks such as text generation and machine translation, outperforming convolutional models and recurrent neural 

networks (RNN) models [6]. The research conducted by Masum et al. [7] found that a Bengali language chatbot 

using the Transformer model achieved a BLEU score of 85.00, surpassing the Seq2Seq and Bidirectional-RNN 

models, which achieved BLEU scores of 23.50 and 17.23, respectively. Generative pre-trained transformer 

(GPT) [8]–[10] is a transformer-based model that has emerged as the state of the art in language modeling tasks 

such as text generation and question-answering. GPT [8] was first introduced by OpenAI in 2018 and 

demonstrated superior performance compared to previous ensemble transformer-based models in various NLP 

tasks. GPT notably outperformed other models in question-answering tasks on datasets like RACE [11] and 

Story Cloze [12] with improvements of 5.7% and 8.9%, respectively. In 2023, GPT has advanced into a 

superior language model, offering large language models (LLMs) like GPT-3.5 and GPT-4 [13], [14].  

GPT-4 [14] was unveiled in March 2023 by OpenAI and achieved state of the art in language modeling on 

seven academic benchmarks with highest accuracy of 92.0% on the GSM-8K benchmark. This performance 

surpasses the previous model, which attained an accuracy of 87.3%. GPT-3.5 and GPT-4 models are accessible 

through a paid subscription offered by OpenAI, enabling users to access and fine-tune these models for their 

specific applications. For detailed pricing information, please refer to the OpenAI pricing page at 

https://openai.com/pricing. 

The objective of this research is to employ the GPT model for the purpose of text generation, 

specifically in developing a generative chatbot tailored to the domain of university services. Due to resource 

constraints, we use GPT-2 model which is accessible via open access through Hugging Face. GPT-2 [9] was 

introduced in 2019 as an improved version of GPT. GPT-2 comprises 1,542 million parameters, 48 layers, and 

a dmodel of 1600. These figures are larger than GPT [8], which has 117 million parameters, 12 layers, and a 

dmodel of 768, enabling GPT-2 to handle longer sequences. In comparison with the efficient transformer model 

such as Reformer [15], GPT achieved a better perplexity score of 34.16, surpassing the Reformer's score of 

35.17 for text generation [16]. 
 

 

2. METHOD 

This research comprised four stages: dataset collection, preprocessing, experiment, and evaluation. 

Dataset collection involved online gathering of question-answer pairs from text conversations between students 

and student service staff within a single semester related to three categories: laboratory operational procedures, 

group protests, and score protests in a private university. A total of 644 pairs of question-answers were obtained 

from a total of 250 conversations. The conversation texts were gathered in Indonesian language and contain 

several specific English terms.  

To enhance the dataset size, this research applies data augmentation using easy data augmentation 

(EDA) technique [17] and BERT [18] pipeline. The EDA [17] technique involves four operations: random 

insertion, random deletion, random swap, and synonym replacement. In this research, the EDA technique 

employed includes synonym replacement and random insertion using BERT fill-mask pipeline [19], resulting 

in larger dataset size. A detailed summary of the augmented dataset’s properties is presented in Table 1. 
 

 

Table 1. The dataset properties after augmentation via synonym replacement and random insertion utilizing 

BERT pipeline 
Dataset properties Number 

Conversations 500 

Question-answer pairs 1288 

Number of tokens 68258 

Average number of tokens 53 

Smallest number of tokens 14 

Largest number of tokens 241 

 

 

In the preprocessing phase, text cleansing and normalization were performed. An example of 

preprocessed question-answer pair text is shown in Figure 1. The preprocessed text was divided into the 

training, validation, and test sets comprising 1030, 129, 129 question-answer pairs, respectively. Subsequently, 

the train and validation sets were utilized for the training and validation processes, employing batch sizes of 8 

and 4 per device, respectively. 

In pursuit of the objective to develop a generative chatbot model, we utilized pre-trained GPT-2 

models with various sizes, as detailed in Table 2 [20]–[22]. Based on research conducted by Radford et al. [9], 

small size is equivalent to the first version of GPT [8], the medium size is equivalent to BERT [18], and the 

large size represents a customized version of GPT-2 with 28 layers (customized from 36 layers [22]). 
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Figure 1. Example of question-answer pair. Each row in datasets includes a question (indicated by the token 

"Orang 1") followed by the corresponding answer (indicated by the token "Orang 2"). 

 

 

The pre-trained GPT-2 model used for this research was trained on 522 MB Indonesian Wikipedia 

text. The encoding and tokenization process for each model utilized the pre-trained GPT-2 tokenizer, a 

tokenizer and detokenizer based on the byte pair encoding (BPE) algorithm. The tokenizer was trained with a 

vocabulary size of 52,000 subwords. Figure 2 illustrates the general architecture of GPT-2. To mitigate 

overfitting, all models underwent L2 regularization and dropout techniques during training [23]. 

During the evaluation stages, model performance was assessed using BLEU scores and perplexity 

metrics. The BLEU score dominantly employed in NLP evaluations [24]. It measures text accuracy based on 

n-gram concept by comparing response generated by model to the reference text [24], [25]. Perplexity (PPL) 

complements the BLEU score by providing a probabilistic measurement of the tokens generated by the model 

[26]. It can be employed to quantify the model's proficiency when predicting words with new data.  

 

 

Table 2. The variations of GPT-2 models used 
Model d_model Number of layers 

GPT-2 Small [20] 768 12 

GPT-2 Medium [21] 1024 24 

GPT-2 Large [22] 1280 28 

 

 

 
 

Figure 2. Architecture of GPT-2 where N represents number of layers 
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3. RESULTS AND DISCUSSION 

The research was conducted by fine-tuning three pre-trained GPT-2 models for 55 epochs on a GPU 

T4 with 12.7 GB of RAM. The results of the training and validation processes of the GPT-2 models are 

presented in Figure 3. Figure 3(a) presents the training process, the training losses of all models consistently 

decreased. The validation losses of GPT-2 Small also followed a similar downward trend. However, for  

GPT-2 Medium and Large, validation losses exhibited an increasing trend during certain epochs, indicating 

potential signs of overfitting. Consequently, at the end of the training, we saved each model at the state where 

the validation loss was lowest as presented in Figure 3(b). 

 

 

  
(a) (b) 

 

Figure 3. Training losses (a) and validation losses and (b) of GPT-2 models 

 

 

The best models were evaluated using BLEU score and perplexity metrics, as presented in Table 3. 

According to the experimental results, the GPT-2 Small model achieved the highest BLEU score, indicating 

its proficiency in generating word sequences aligned with reference texts. However, all three models exhibited 

high perplexity, indicating difficulty in predicting sequences when encountering new data. This implies that 

while the models can replicate text well, it struggles with a deeper understanding of the context. 

 The GPT-2 Medium and Large models surprisingly performed poor BLEU scores and perplexity. 

This contradicts the common assumption that greater number of layers in a model enhances its ability to 

understand and predict new sequences [27]. Greater model sizes allow for learning intricate representations but 

increase the risk of overfitting and demand greater computational resources [28]. 

 

 

Table 3. The performance metrics of GPT-2 models on private dataset to measure quantitative performance 
Model Training time (minutes) BLEU score Perplexity Loss 

GPT-2 Small  ~15 0.753 974.13 1.720 

GPT-2 Medium ~40 0.565 1387.51 4.401 

GPT-2 Large ~70 0.570 1420.23 4.577 

 

 

To explore the factors influencing the model's suboptimal performance, we conducted additional 

experiment using the publicly available MultiWOZ dataset [29]. The MultiWOZ dataset was translated into 

Indonesian and subsequently trimmed to 5,000 conversations for GPT-2 Small and Medium models, 3,500 

conversations for the GPT-2 Large model. As presented in Table 4, the three models demonstrated improved 

performance when trained on larger dataset. Moreover, the performance of these models surpassed that of other 

models trained on the English version of the MultiWOZ dataset. Hence, it can be inferred that GPT models 

exhibit strong performance in text generation tasks. The reduced performance observed in our study can be 

attributed to the complexity of the models and the limitations of the dataset. Our dataset was restricted to 

specific academic topics such as laboratory operational procedures, group protests, and score protests. 

To qualitatively assess the performance of the models, predictions were made using a commonly 

asked question by students, presented in Figure 4. Measurements were conducted at temperature = 0.5, top-p 

= 0.5 and top-k = 10, balancing creative output within contextual constraints.  Lower values for top-p and top-
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k may yield more focused or deterministic responses. Temperature regulates token randomness by scaling logits 

and may also lead to more deterministic responses at lower settings [30]. Experimental results show that among 

three Indonesian language questions, the GPT-2 Small model consistently delivered the most appropriate 

responses, achieving 3/3 best responses compared to the other two models. Despite the low BLEU score, the 

context and semantic inference remain valid and considerable across all models. 

 

 

Table 4. The performance metrics of GPT-2 models on MultiWOZ [29] dataset 
Model Training time (minutes) BLEU score Perplexity Loss 

GPT-2 Small  ~40 0.717 872.78 1.577 

GPT-2 Medium ~100 0.666 1209.13 1.934 

GPT-2 Large ~120 0.683 1197.39 1.966 

LSTM [29] - 0.189 - - 

T5-Base [31] - 0.177 - - 

T5-Small [31] - 0.179 - - 

 

 
Question: 

Orang 1: Kak, untuk nilai yang dinolkan dengan keterangan 'score deduction', berarti seluruh nilai lab menjadi 0 (dinolkan) benar, 

kak? Orang 2: 

Reference: 

Iya, jika score deduction disebabkan oleh dugaan mencontek dalam project, maka seluruh nilai praktikum, termasuk final exam dan 

assignment, akan di-nolkan. 

GPT-2 Small: Iya, jika nilai dinolkan adalah 0 (dinolkan), maka seluruh nilai praktikum menjadi 0 (dinolkan). 

BLEU Score: 2.13e-78 (best response) 

GPT-2 Medium: Iya, benar. 

BLEU Score: 1.14e-235 

GPT-2 Large: silakan hubungi LINE OA kami di linktr.ee/OfficialAccountSLC ya. 

BLEU Score: 0 (worst response) 

Question: 

Orang 1: saat ujian final praktek. secara onsite, file jawaban saya sudah terkirim, tetapi, ketika hasil nilainya keluar, nilai saya 0. 

Orang 2: 

Reference: 

silakan mengecek sebuah daftar nilai nilai dinolkan. apabila kamu mendapatkan sebuah nilai 0, tetapi nama kamu tidak tercantum 

dalam daftar mahasiswa yang mendapat nilai 0, kemungkinan masalahnya adalah sebagai berikut: kamu mungkin telah salah 

mengumpulkan jawaban, jawaban kamu mungkin tidak sesuai dengan tema soal, atau jawaban apa yang kamu kumpulkan mungkin 

sudah rusak (corrupt). 

GPT-2 Small: jika nilai kamu 0 namun nama kamu tidak terlampir pada list mahasiswa yang nilainya dinolkan maka ada 

kemungkinan sebagai berikut: kamu salah mengumpulkan jawaban, jawaban kamu beda tema dengan soal, jawaban kamu corrupt. 

BLEU Score: 0.11 (best response) 

GPT-2 Medium: untuk pengumuman nilai final ujian onsite, kamu dapat mengeceknya di binusmaya pada tanggal yang sudah 

ditentukan pada kalender praktikum. 

BLEU Score: 1.96e-232 (worst response) 

GPT-2 Large: kamu mengunggah file kamu mungkin kamu mungkin telah salah mengumpulkan jawaban kamu seharusnya tidak 

dapat mengajukan protes nilai kamu dapat mengajukan protes nilai kamu salah, jawaban kamu dapat dilihat pada binusmaya. 

BLEU Score: 0.077 

Question: 

Orang 1: Apakah mungkin mengikuti kelas lab secara online jika saya sedang sakit? Orang 2: 

Reference: 

Halo, untuk kelas lab berlangsung sepenuhnya onsite. 

GPT-2 Small: Ujian berlangsung sepenuhnya onsite. 

BLEU Score: 4.07e-78 (best response) 

GPT-2 Medium: Untuk kelas lab online, kamu dapat mengikuti kelas melalui link berikut: https://linktr.ee/en/account.lab.live.bot. 

BLEU Score: 5.23e-155 

GPT-2 Large: Silakan hubungi line oa kami bantu? 

BLEU Score: 0 (worst response) 

 

Figure 4. The responses of GPT-2 models are used to measure the model’s qualitative performance 

 

 

4. CONCLUSION 

This research encountered limitations in terms of data collection time and dataset availability, 

restricted to one semester. The dataset specifically addresses issues within a private university in Indonesia, 

focusing on three categories: laboratory operational procedures, group protests, and score protests. 

Based on the research findings, the GPT-2 models demonstrate the capability to generate reasonably 

good responses, achieving the highest BLEU score of 0.753 with the GPT-2 12-layer model as a generative 

chatbot. However, the model faces challenges understand context due to its complexity in the context of the 
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limited dataset. Therefore, in the recommendation for developing a chatbot to enhance student services, 

particularly within a specific domain with relatively templated and less varied responses, a generative chatbot 

is not strongly advised. Nonetheless, the consideration of using generative chatbots for student services may 

still be viable if the scope encompasses broader topics. Furthermore, to improve model accuracy and 

performance of generative chatbot model, the exploration of other data augmentation techniques is 

recommended. 
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