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 The rapid development of games has made game categories diverse, so there 

are many opinions about games that have been released. Sentiment analysis 

on game reviews is needed to attract potential players. Sentiment analysis is 
carried out using the support vector machine (SVM) and particle swarm 

optimization (PSO) algorithms. SVM training was conducted with a linear 

kernel, the ‘C’ value parameter was 10 resulting in an accuracy value of 

97.28%. The SVM algorithm optimized using the PSO method produces an 
accuracy of 97.61% using the parameters c1 is 0.2, c2 is 0.5 and w is 0.6. 

Based on these results, sentiment analysis using PSO-based SVM 

optimization has been successfully carried out with an increase in accuracy 

of 0.33%. This game review has a sentiment value from neutral to positive 
so this game can be recommended to other players. 
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1. INTRODUCTION 

In this day and age where people are looking for forms of entertainment, many are turning to 

gaming to relieve the daily grind. The pandemic period is also an important factor in the surge in the number 

of gamers. Recently, users of Steam, which is the largest game buying and selling portal for computer users 

to play games officially, broke a new record of reaching 30 million people who opened the application in 

2022 Steam according to the imagine games network (IGN) website [1]. 

The rapid development of games has led to a variety of game categories, so there are many opinions 

on games that have been released. Players will look at reviews first before trying to play the game, so that the 

time they have spent is not wasted. The price of games that continues to soar until now can reach 69.99 US 

dollars according to the Kotaku website [2] in 2022. The price also affects the purchase of a game.  

There needs to be something that can help determine whether the game is feasible and in accordance with the 

interests of the player. Therefore, a rating system is needed that can review the experiences of other players 

who have played the game to find out whether the game can be recommended or not. Reviews on games are 

very useful in helping players choose which game to buy, this is evidenced by the interaction of positive and 

negative reviews affecting 81% of players [3]. 

Sentiment analysis or opinion mining is the computational study of people's opinions, sentiments, 

emotions, and attitudes towards an entity such as a product, service, issue, event, topic, and its attributes [4]. 

Thus, sentiment analysis allows tracking the public mood about a particular entity to create actionable 

knowledge [5], [6]. By allowing users to actively engage in defining the product requirements through their 

input, end users may be able to contribute valuable insights into requirements for specific products, which 

could be advantageous to product owners and engineers [7]. Sentiment analysis can be done with several 
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methods, but the most popular ones are Naive Bayes (NB), random forest (RF), K-nearest neighbors (KNN), 

decistion tree (DT), logistic regression (LR), and support vector machine (SVM). SVM is a popular classifier 

because of its ability to deliver higher generalization performance when the input features space has a  

high-dimension embedding [8]. The basic idea behind SVM is to categorize information separately using 

hyperplanes to maximize the margin between them. 

Many studies have used machine learning approaches to detect the sentiment of a game. A study by [9] 

used SVM to classify sentiment on game reviews originating from the Steam online platform. The results 

obtained the highest accuracy reached 97%. Sentiment analysis on game reviews to evaluate video game 

acceptance was conducted by [10] using Portuguese Bralizilian language. Several classifiers are used in 

detecting sentiment, namely LR, SVM, and RF. Based on the experiment results, it was found that SVM 

managed to get the best performances for all four metrics: accuracy, precision, recall, and F1-score, with an 

accuracy of 82.54%. Meanwhile, LR and RF get the second and third positions, respectively. LR produces an 

average accuracy of 82.40% and RF of 79.89%. A comparative study on sentiment analysis on game reviews 

was conducted by Tan et al. [11]. Several machine learning algorithms are used, including SVM, multi-layer 

perceptron (MLP), extreme gradient boosting (XGB), LR, and multinomial Naïve Bayes (MNB).  

In comparison to the five algorithms, SVM has 91% accuracy because SVM performs classification based on 

hyperplanes rather than probabilities which is more suitable for text classification with a large number of 

features. SVM also produced competitive accuracy with MNB and deep neural network (DNN) in [12] in 

classifying sentiment in game reviews. Term frequency and inverse document frequency (TF-IDF) and bag 

of words (BoW) are used as document representation for SVM and MNB, while deep averaging network 

(DAN) and transformer are used for DNN. Evolutionary algorithms (EAs) are a type of optimization 

algorithm inspired by natural selection and Darwinian survival of the fittest. They are intended to solve 

optimization and search issues by simulating natural selection, genetic recombination, and mutation. EAs 

have been widely applied to various optimization problems, such as feature selection, function optimization, 

and parameter tuning in machine learning. Several EAs utilized to optimized the SVM are genetic algorithm 

(GA) [13], particle swarm optimization (PSO) [14], and ant colony optimization (ACO) [15]. The PSO 

methodology allows for numerous optimization methods, including raising the attribute weight of all 

attributes or variables used, selecting attributes, and selecting features. This study investigated the effects of 

PSO for feature selection to optimize SVM in game review sentiment analysis, while all the aforementioned 

studies focus on word representation and SVM to classify the sentiment. 
 

 

2. RESEARCH METHOD 

The methodology of this study consists of several steps and is presented in this section. The steps 

include data description and collection, data preparation, and the proposed method. Each of these steps is 

described in detail. 
 

2.1.  Data description and collection 

The data utilized in this study is a review of Baldur’s Gate 3 after patch 5, dated November 30, 

2020. Data collection was done using a dataset of reviews from the Steam digital store, as it represents the 

majority of computer players. The data was collected on Kaggle [16]. Total data divided into 253,976 

positive reviews and 7,079 negative reviews. An example of the review data used is described in Table 1. 

The columns utilized in training are review and voted_up, while timestamps_created, 

written_during_early_access, and received_for_free are used as parameters to filter the data. voted_up will be 

True if the sentiment is positive and false if it is negative. timestamps_created is used to filter review data 

after patch 5. written_during_early_access indicates that the review was written when the version of the game 

was still a beta version and not the official version of the game, therefore the review is only used when 

written_during_early_access is False. received_for_free indicates that the game is a game that was obtained 

for free which is likely a game from a sponsor or gift from the publisher. Therefore, to eliminate bias from 

reviews, we only use data when received_for_free equals False. 
 

 

Table 1. Sample of game reviews 
Recommendationid Review Timestamp_created Voted_up Written_during_early_access Received_for_free 

153560814 Game hit right mark 1702542971 True False False 

153560623 Took like hour 

understand basic 

1702542657 True False False 

153560414 Game play stori first 

turn base rpg game 

love far 

1702542275 True False False 

153560343 Gale babi girl 1702542158 True False False 

153559963 Yeswithout f n doubt 1702541518 True False False 
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2.2.  Data preparation 

Data preparation consists of three phases. These phases include data pre-processing, vectorization 

using TF-IDF, and data splitting. Figure 1 illustrates this process. 

 

 

 
 

Figure 1. The flow of data preparation 
 

 

2.2.1. Pre-processing 

After the review data is filtered by removing early access reviews, text pre-processing is performed 

to clean the data. First, the text review is converted into lowercase, then not informative things such as 

hyperlink, numbers, emoticons, extra spaces, punctuations are removed. Stopwords or common words that do 

not provide information, for example, conjunctions (and, or) and nouns (is, were, was), are also removed. 

Then, the review sentences are also separated word-by-word into tokens or it is called tokenization.  

In addition to facilitating prediction, this phase is also used for the stemming process, where the affixed 

words will be converted into their root words.1. 

The result of stemming is unique word set which is expected to improve the accuracy of the model 

[17]. The empty data after pre-processing is converted to the empty string (“ ”) and the empty string is 

removed. Table 2 shows the result of text reviews before and after the pre-processing step. 

 

 

Table 2. The results of pre-processing step 

Text review before pre-processing Text review after pre-processing 

This game hits all the right marks. 10/10 Game hit right mark 

Took me like 11 hours to understand the basics Took like hour understand basic 

10/10 game play and story! It’s my first turn based rpg game, and I 

have been Loving it so far: D 

Game play stori first turn base rpg game Love far 

Gale is so baby girl Gale babi girl 

YES, \n\nWITHOUT A F****N DOUBT. Yeswithout f n doubt 

 

 

The review data is also depicted using a word cloud, which aims to provide a big picture of positive 

and negative reviews. Figure 2 shows the word cloud of the review data. Figure 2(a) is a word cloud of 

positive review words and it can be seen that the examples of words that appear most often are “best game”, 

“baldur gate”, “great game” and “one best”. Figure 2(b) is the word cloud of negative reviews and some of 

the words that appear frequently are “combat”, “game”, “bug” and “charact”. 
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(a) 

 

 
(b) 

 

Figure 2. Word cloud of the review data (a) word cloud of positive reviews and  

(b) word cloud of negative reviews 

 

 

2.2.2. TF-IDF 
Feature extraction is done to retrieve important review data. Feature extraction is done with the  

TF-IDF method where each word that appears is weighted, the reviews will also be converted into vectors 

using the ‘ngram_range’ parameter. An n-gram is a contiguous sequence of n items drawn from a particular 

sample of text or audio. In this context of TF-IDF vectorizer, an n-gram is a sequence of words. Here, we 

used ngram_range between 1 to 3, it specifies that unigrams, bigrams, and trigrams will be considered when 

generating TF-IDF features. TF-IDF is one of the methods for term or word weighting. Specifically, it is used 

to extract core words (i.e., keywords) from documents, calculate the degree of similarity between documents, 

determine search rankings, etc. TF (term frequency) means the occurrence of certain words in documents. 

Words with a high TF value have an important meaning in the document. The TF value can be calculated by 

(1) and 𝑡𝑓𝑡 is the number of occurrences of the term t. 

 

𝑡𝑓𝑡 = 1 +  log 𝑡𝑓𝑡 (1) 

 

DF (document frequency) implies the number of times a particular word appears in a set of 

documents. It counts the occurrence of a word in multiple documents, not just in a single document. IDF 

(inverse document frequency), the inverse of DF, is used to assess the importance of terms in all documents. 

A high IDF value means that rare words are found across documents, thus increasing their importance [18]. 

The DF value can be calculated by (2). D is the number of documents and 𝑑𝑓𝑡 is the number of documents 

available is the term t. 

 

𝑖𝑑𝑓𝑡 = log (
𝐷

𝑑𝑓𝑡
) (2) 

 

After the calculation of TF and IDF is done, we can calculate the TF-IDF value using (3), where the value of 

𝑊𝑡,𝑑is the weight of term t in document d. 

 

𝑊𝑡,𝑑 =  𝑡𝑓𝑡   ×   𝑖𝑑𝑓𝑡 (3) 
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The process of feature extraction is used to get crucial review data. The TF-IDF approach is used for 

feature extraction; each word that appears is given a weight, and the output is transformed into a vector. 

Reviews can be represented using TF-IDF by making a graph of the most frequently occurring words as 

shown in Figure 3. The bigrams of the most frequently occurring terms is displayed in Figure 3(a). “Best 

game” has more than 700 occurrences, and “baldur gate” has 800 occurrences. The top ten trigram terms that 

occur frequently are displayed in Figure 3(b). “One best game” and “best game ever” are two of the most 

often used phrases, with over 200 and 300 instances, respectively. 

 

 

  
(a) (b) 

 

Figure 3. Top 10 of the most frequently n-grams (a) most frequently occurring bigrams and  

(b) most frequently occurring trigrams 

 

 

2.2.3. Data splitting 

The whole data in the dataset splitted into data training and data testing with percentage of 80% and 

20%, respectively. The total sample for training data is 208,844, and the total sample for testing data is 

52,211. Table 3 describes the examples of positive and negative reviews from the dataset. The review data 

was filtered by removing early access reviews, which are reviews when the game is on trial. 
 

 

Table 3. Example of positive and negative reviews 
Positive reviews Negative reviews 

Goty imo Bad writing and oversimplified combat 

Best RPG that came out in years kinda mid tbh witcher 3 had better vibes 

Best dnd base game ever, just be prepared to die alot Game crashed and made me verify files twice 

Just an incredibly good game. The devs perfected 

and distilled their previous work on the Divinity 

games and this manages to capture the spirit of the 

original Baldur’s Gate games as well. So polished, 

love the scope, etc. Just an amazing game. 

The game is an unbearably buggy mess. I have encountered so 

many bugs it isunreal. I have a had enemies hit me with melee 

attacks from far beyond where theyshould be able to and then to 

cast healing word, a touch spell, on my ally I hadto move all the 

way to where they were. I have also encountered bugs that 

havestopped me from saving in both singleplayer and multiplayer 

resulting in progresslost on multiple occasions. The game could 

be good but wait until its not a buggy shit show anymore. 

 

 

2.3. Proposed algorithm 

This sub-section describes the method proposed in this study and the steps taken to obtain sentiment 

classification results. After the data is vectorized using TF-IDF and split into training and testing data, the 

training data will be forwarded to PSO for feature selection. The features referred to here are tokens because 

the data used is text data. Later, the selected features by PSO are used for training SVM in classifying 

sentiment. 
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2.3.1. PSO 

PSO is a simple optimization method to modify several parameters. PSO converges fast and has few 

parameters to alter, therefore the computing time of this technique is also reduced. Since several particles 

attempt to find a solution, the probability of becoming trapped in an ideal local solution is reduced [19]. 

Initially, particles are placed in positions using (4) and (5) and then perform a search for the optimal value of 

a particular objective function through exploration and exploitation. The fitness value of the objective 

function at that position is also stored, which is calculated by (6) [20]. 

 

𝑥0
𝑖 =  𝑥𝑚𝑖𝑛 +   𝑟𝑎𝑛𝑑(0,1) (𝑥𝑚𝑎𝑥 −  𝑥𝑚𝑖𝑛) (4) 

 

𝑣0
𝑖 =  𝑣𝑚𝑖𝑛 +   𝑟𝑎𝑛𝑑(0,1) (𝑣𝑚𝑎𝑥 −  𝑣𝑚𝑖𝑛) (5) 

 

𝐹𝑘+1
𝑖 =  𝑓(𝑋𝑘+1

𝑖 ) (6) 

 

where, 

 x = particle’s position 

 v = particle’s velocity. 

 i = particle index. 

 f (x) is the objective function 

Each particle will have a pbest (personal best) and a gbest (global best) value. This pbest value is the 

best particle position during the iteration performed (𝐹𝑘+1
𝑖 <  𝐹𝑘

𝑖), while gbest is the particle position value 

that is closest to the target (𝐹𝑘+1
𝑏1 <  𝐹𝑘

𝑏). The movement of particles in a flock depends on three factors, 

namely pbest, gbest, and velocity [21]. The particle velocity formula can be calculated using (7). 

 

𝑣𝑘+1
𝑖 =  𝑤𝑣𝑘

𝑖 + 𝑐1 𝑟𝑎𝑛𝑑(𝑝𝑏𝑒𝑠𝑡𝑖 − 𝑥𝑘
𝑖 ) + 𝑐2 𝑟𝑎𝑛𝑑(𝑔𝑏𝑒𝑠𝑡𝑖 −  𝑥𝑘

𝑖 ) (7) 

 

Where, 

 pbesti = personal best particle i 

 w = inertia weight (usually between 0.9-0.4) 

 gbesti = global best particle i 

 c1 = personal learning factor (usually between 0-1) 

 c2 = global learning factor (usually between 0-1) 

First, the parameter values c1 and c2 must be initialized. Next, use (5) to determine the velocity, and 

(6) to assess the fitness value. Keep record of the pbest and gbest values. If the requirements aren’t satisfied, 

use (7) to assess the particle velocity and (8) to update the particle position. The fitness value is updated 

continually during iteration to ensure that the gbest and pbest values satisfy the requirements. 

 

𝑥𝑘+1
𝑖 =  𝑥𝑘

𝑖 +   𝑣𝑘+1
𝑖  (8) 

 

2.3.2. SVM 

SVM is a straightforward and adaptable machine learning technique that may be used to address a 

variety of categorization issues. Particularly, SVM produces balanced predicted performance, even in 

research with small sample sizes [22]. Using cluster data as a starting point, the SVM approach creates a line 

of separation (decision boundary) or hyperplane line from the cluster data. Maximum likelihood lines that lie 

in a space and classify data separated by non-linear or linear boundaries can be constructed by finding a set 

of hyperplanes that separate two or more classes of data points. After the construction of hyperplanes, SVM 

finds the distance between the input classes, and the input elements on the hyperplane are called support 

vectors. From a given set of training samples labeled positive or negative, the hyperplane divides the positive 

or negative training samples so that the distance between the margin and the hyperplane is maximized.  

If there is no hyperplane that can divide positive or negative samples, SVM will choose a hyperplane that 

divides the samples as closely as possible while still maximizing the distance to the closest example that is 

strictly split [23]. Different classes are predicted based on the data points and the side on which they lie on 

the hyperplane, which serves as the decision boundary in SVM [24]. The kernel function plays a crucial role 

in transforming the input data into a higher-dimensional space where the data becomes linearly separable, 

including linear, radial basic function (RBF), and Polynomial kernel. 

Linear kerneal is the simplest kernel, without using the gamma value (γ), using (9). xi is the value of 

the training data, xj is the value of the test data, and k(xi.xj) is the kernel value. 
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𝑘(𝑥𝑖. 𝑥𝑗) =  𝑥𝑖
𝑇𝑥𝑗  (9) 

 

RBF is a non-linear kernel, using the gamma value parameter (γ>0) as a determinant of the flexibility of this 

kernel, can be described by (10). This kernel is suitable for data that cannot be solved linearly with a high 

level of accuracy and precision [20]. 

 

𝑘(𝑥𝑖. 𝑥𝑗) =  𝑒𝑥𝑝 (−𝛾. ‖𝑥𝑖. 𝑥𝑗‖
2

) (10) 

 

Polynomial kernel is a non-linear kernel, using the parameter value of the gamma value (γ>0) and the value 

of d as the coefficient of the penalty degree for flexibility as described in (11). 

 

𝑘(𝑥𝑖. 𝑥𝑗) =  𝛾 (𝑥𝑖
𝑇 . 𝑥𝑗 + 𝑟)

𝑑
 (11) 

 

A large gamma value will also calculate training data that is far from the decision boundary but will cause a 

small accuracy value, and the value of C is a free parameter, the value of r is a bias, and the gamma and r 

parameters have a strong relationship [25]. 

 

 

3. RESULTS AND DISCUSSION 

In this section, the experiment results are described and analyzed. We also explain the model 

parameters used in SVM training, which then become the basis for tuning hyperparameters in the optimized-

SVM model using PSO, which in this article will be referred to as SVM-PSO. A discussion about sentiment 

analysis evaluation on Baldur’s Gate 3 based on the reviews is also presented. 

 

3.1.  Experimental setup 
This study uses a 3.1 GHz Intel Core i5-12500H processor with memory: 16 GB RAM. Google 

Colab and libraries such as scikit-learn, seaborn, and pandas are used to execute Python code and data 

visualization. The proposed approach was executed using PSO iterations of 5 and the number of particles of 

30. The hyperparameters tuning for SVM included kernel, gamma, and C. 

 

3.2.  Evaluation measures 
Evaluation in this study uses a confusion matrix where precision, accuracy, recall, and F1-score 

values will be sought to determine the suitability of the algorithm that has been used. Accuracy measures the 

overall correctness of the model’s predictions, and is calculated as the ratio of correctly predicted instances, 

to the total number of instances in the dataset based on (12). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (12) 

 

The F1-score is the harmonic mean of precision and recall, resulting in a single metric that balances 

both measurements, as shown in (13). Precision is the proportion of true positive (TP) predictions among all 

positive predictions made by the model, as shown in (14). Recall is defined as the proportion of true positive 

(TP) predictions among all real positive cases in the dataset, as shown in (15). 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (13) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (14) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (15) 

 

3.3. Baseline model 

A grid search is performed in order to find the best kernel and parameters of SVM. The tested 

hyperparameters are described in Table 4. After doing a grid search, the best parameter is found to be a linear 

kernel with a ‘C’ value of 10. The evaluation results for the negative class show a 19% F1-score, 11% recall, 

and 89% precision. The precision, recall, and F1-score values for the positive class are 97%, 100%, and 99%, 

respectively. The accuracy value is 97.28%. 
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Table 4. SVM parameters 
Kernel C Gamma 

Linear 1, 10 - 

RBF 1, 10 1, 0.1 

Sigmoid 1, 10 1, 0.1 

 

 

3.4.  SVM-PSO results 

While other research merely highlights the performance of SVM without any optimization, this 

study focuses on the impact of the evolutionary PSO method on the outcomes of sentiment categorization 

using SVM. The test scenario was carried out by changing the PSO parameters c1 and c2 with values of 0.2 

and 0.5 and parameter w with values of 0.4, 0.6, and 0.9. Based on our experiments, we found that using PSO 

as feature selection affects the performance of SVM. This is evidenced by the increased accuracy and  

F1-score of SVM-PSO compared to SVM, which can be seen in Table 5. The best PSO parameters are  

c1=0.2, c2=0.5, and w=0.6, with the highest accuracy value. This could be because the particle movement is 

more constant when the c1 and c2 parameter values are the same; the w value has the most impact on the 

particle movement. The particles move continuously when the c1 and c2 parameters have different values.  

In the meantime, the particle movement will be dominated by the pbest value if the value of parameter c1 is 

greater and the gbest value if the value of parameter c2 is greater. In case the w value is too high, the particle 

will undergo excessively early migration. 

In addition, it can be seen that the Recall and F1-score values for the negative class are very low 

compared to the positive class. This is due to the difference in the amount of data for each class, the positive 

class has much more data than the negative class. Therefore, further studies are needed on how to mitigate 

imbalanced classes and their effect on the performance of SVM-PSO. 
 
 

Table 5. Results of SVM-PSO and SVM 

c1 c2 w Accuracy 
Precision Recall F1-score 

-1 1 -1 1 -1 1 

0.2 0.2 0.4 97.36 100 97 12 100 22 99 

0.2 0.2 0.6 97.45 87 98 18 100 29 99 

0.2 0.2 0.9 97.40 100 97 14 100 24 99 

0.2 0.5 0.6 97.61 94 98 22 100 35 99 

0.5 0.2 0.6 97.53 100 98 18 100 30 99 

SVM 97.28 89 97 11 100 19 99 

 
 

3.5.  Sentiment analysis 

Evaluation of sentiment analysis carried out using textblob produces sentiment values, which can be 

seen in Figure 4. Based on this figure, it can be seen that the reviews have many sentiment values that lean 

towards neutral and positive, namely -0.5 to 1 or neutral to positive with a count of 3500 reviews. Figure 5 is 

a comparison chart of reviews included in the “recommendation” with a polarity value of -0.5 to 1.0, with the 

most reviews on neutral around 3,500, while reviews that include “no recommendation” have a polarity value 

of -0.75 to 0 or negative to neutral as much as around 200. With reviews that have neutral and positive 

sentiment values, this game can be recommended to other players. 
 

 

 
 

Figure 4. Polarity distribution of data reviews 
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Figure 5. Sentiment polarity distribution of reviews based on recommendation 

 

 

3. CONCLUSION 

The SVM method has been implemented in game sentiment analysis, with the best parameter being 

a linear kernel with c being 10. The experimental results show that the negative class has a precision of 89%, 

a recall of 11%, and a F1-score of 19%. The positive class has a precision value of 97%, a recall value of 

100%, and an F1-score value of 99%. The accuracy value is 97.28%. SVM optimization with the PSO 

algorithm is carried out using different parameter variations. The highest results are with values of c1=0.2, 

c2=0.5, and w=0.6, and the accuracy is 97.61%. The evaluation value for the negative class is a precision of 

94%, a recall of 22%, and a f1-score of 45%. Meanwhile, the positive class has a precision of 98%, a recall of 

100%, and a f1-score of 99%. SVM-PSO has a higher accuracy of 0.33% compared to the SVM base model. 

With a sentiment rating ranging from neutral to positive, this game can be recommended to other players. 

The application of word embedding, such as word2vec or BERT, and strategies for managing the imbalanced 

dataset between positive and negative classes would be taken into consideration for further research. 
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