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 Face identification is amongst the most efficacious and extensive 

applications in biometrics involving extraction and locating facial features. 

With identification being monotonous task attributable to reliance on 

parameters like varied cameras, fluctuating backgrounds, and exposure to 

the environment in which an individual is present. Thermal imaging is 

endeavoring to resolve the accuracy issue of apparent imaging, such as 

lighting and brightness intensity, among all biometric variables. This paper 

presents a study of thermal imaging and effective methods involved in the 

feature extraction process for facial features with thermal imaging under the 

influence of varied noise. A novel face dataset is created TID comprising 27 

thermal images and its corresponding visual band image using Fluke 480 Ti 

Pro camera. The study analyses detection efficiency of six feature extraction 

techniques in visible and thermal bands in facial features identification. 

Also, the influence of noise in the thermal band within the region of interest 

using feature points FIN, FOUT has been estimated. Throughout TID dataset, 

ORB extraction technique has been able to identify strongest inlier features 

FIN to a maximum extent with detection around the nose, eyes, and mouth. 

Further, results indicate feature detection in thermal images being invariant 

to effect of noise for detecting facial features. 
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1. INTRODUCTION 

An emergent area of computer vision is face recognition, more explicitly face detection in thermal 

images. The image acquisition process comprises capturing images from a camera. These images can be 

captured in various wavelengths using different cameras. The images captured in the visible band known as 

visual images can be captured by optical cameras, while their thermal component can further be captured by 

infrared cameras. Special infrared vision devices are used to capture the heat emitted by these objects to 

produce a thermal image. Thermal imaging can be defined as the acquisition of electromagnetic energy 

generated or reflected by an object in the infrared band of the electromagnetic spectrum [1]. Extracting and 

detecting facial characteristics in visible band imagery is the most effective method for face recognition. 

However, face recognition in the thermal spectrum provides significant advantages over face recognition in 

the visible spectrum. Recent developments in technology, the availability of affordable sensors, and a variety 

of uses for such imagery, have increased interest in thermal imaging such as in monitoring and surveillance 

systems. Most of the work done in image processing has been done in the visible spectrum of the image [2]. 

https://creativecommons.org/licenses/by-sa/4.0/
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However, the visible spectrum may not perform well in poor illumination situations or environmental 

conditions like fog and haze [3]. For face recognition applications, low illumination hinders the performance 

of the visible spectrum, thereby preventing it from functioning as intended. Thermal imaging whereas is less 

susceptible to illumination changes hence, the variation in facial features identification due to changes in 

lighting is less noticeable in thermal images. Infrared radiation is emitted by every object. The radiation is 

sensed as heat in the far infrared region. Living creatures like humans and animals in general emit more 

infrared radiation than their surroundings. The thermal infrared (IR) sensor monitors the heat energy emitted 

by the face instead of detecting reflected light. The heat patterns released by an object serve as the basis for 

thermal imaging. Depending on their heat and composition, various quantities of IR radiation are emitted by 

objects. Thermal cameras can capture images in complete darkness and are resistant to changes in 

illumination, making them suitable for research activities such as night vision surveillance systems [4] and 

biometrics [5]. 

Researchers have explored thermal imaging for numerous applications [6]. A YOLOv5 based face 

detection framework has been proposed by using thermal faces in the wild (TFW) thermal dataset under 

controlled and uncontrolled environmental factors. The model applied ShuffleNetv2 as its backbone 

convolutional neural networks (CNN) with pre-trained weights. The model showcased a tradeoff between 

speed and accuracy while considering vivid image resolutions [7]. Martinez et al. [8], a method for 

automatically identifying eyes and nostrils in face thermal images using Haar and the Gentle Boost algorithm 

has been demonstrated. The thermal facial characteristics were located using the Harris interest point detector 

[9]. The Harris interest point algorithm relies on intensity. It uses grey values to identify the existence of an 

interesting point. Even when the lighting, rotation, and scaling were changed, the experiment still resulted in 

a large number of interesting points. Based on visible and thermal infrared data, the researcher [10] presented 

a detailed performance evaluation of different appearance-based face recognition algorithms. They compared 

algorithms both within the same imaging modality as well as across them. The findings show that employing 

thermal infrared imagery produces better results in many cases, but performance in both modalities is 

comparable in others. When visible and thermal infrared pictures are merged, performance improves even 

further. It also offered a partial explanation for the numerous contradictory statements about the effectiveness 

of various algorithms on accessible data sets. Guzman et al. [11], applying Gabor filters on images of 

different sizes and orientations expanded face authentication. By dividing the images into tiny modules that 

localize facial changes, the variations in the faces have been discovered. The behavior of traditional feature 

point descriptors in images from the long-wave infrared spectral region is evaluated in [12], and the results 

are compared to those obtained in the visible spectrum. A state-of-the-art methodology is used to assess 

robustness to changes in scaling, noise, blur, and rotation. In another work [13], a Harris operator-based 

interest point detector for 3D objects have been introduced, which has been successfully used in computer 

vision applications. An adaptive technique for determining a vertex’s neighborhood has been presented, 

which is then used to calculate the Harris response for that vertex. The technique was shown to be resistant to 

a variety of changes, as is evident from the high repeatability values obtained with the SHREC feature 

detection and description benchmark. Furthermore, Harris 3D surpasses contemporary effective techniques 

such as heat kernel signatures, according to researchers. 

Imaging features produced by a thermal sensor indicate the thermal properties of the facial pattern. 

Extracting contours in thermal images is an issue that emerges due to the heterogeneous view of the absence 

of defined boundaries in images. In addition, the majority of the images contain less significant image 

features, particularly around the eyes and mouth area. In this paper, the analysis for investigating the 

identification capability of various feature detection techniques has been carried out to detect facial feature 

points such as eyes, nose, and mouth in varied noise conditions. The influence of two types of noise: 

Gaussian noise [14] and salt and pepper noise [15] have been analyzed in thermal images. Adding Gaussian 

noise in the images changes the value of the pixel by averaging the values of its surrounding pixels.  

The Gaussian noise is represented as the (1) for 𝜎 representing the noise factor and e denoting the Euler 

number with (𝑥, 𝑦) symbolizing horizontal and vertical distance concerning the center pixel [16]. 
 

𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2  𝑒−(𝑥2+𝑦2) 2𝜎2⁄  (1) 

 

The salt and pepper noise (Luo et al. [17]) can be represented by (2) given as: 
 

𝑛(𝑠) = { 

𝑁𝑎,               𝑠 = 𝑎
𝑁𝑏 ,                𝑠 = 𝑏
0,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

     (2) 

 

where the intensit of a noisy image’s pixels is represented by 𝑠. Additionally, 𝑎 and 𝑏 stand for noise 

impulses for dark and light points; when 𝑏 >  𝑎. 
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In this work, the thermal images in the infrared band have been explored for the face recognition 

process. A new face dataset has been created, comprising 27 thermal images along with their corresponding 

visual band images. For the identification, six feature extraction techniques: features from accelerated 

segment test (FAST) [18], histogram of oriented gradients (HOG) [19], oriented FAST and rotated BRIEF 

(ORB) [20], maximally stable extremal regions (MSER) [21], Harris [22], and Eigen [23] have been applied. 

Table 1 represents a brief description of these feature extraction techniques for computer vision tasks.  

A comparison has been done to analyze the performance of the feature detection technique in the thermal and 

visible bands. Also, their efficiency has further been substantiated in detecting facial features in the presence 

of external noise. The key contributions of this manuscript are as follows: 

− A novel face dataset TID is created comprising of thermal images and their corresponding visual band 

images under different environmental factors. 

− The study analyses the detection efficiency of feature extraction techniques in visible and thermal bands. 

− The assessment and analysis of noise impact: gaussian and salt and pepper noise in the thermal band 

within the area of interest have been conducted using feature points. 

− Moreover, using the dimensionality reduction technique principal components analysis (PCA), the feature 

space is optimized by considering the relevant features. 

The outline of this work is structured as follows. In section 2, thermal dataset construction has been 

explained and the overview of the proposed framework is discussed. The analysis and outcomes of the 

experiments are discussed in section 3. Lastly, the conclusion is presented in section 4. 
 

 

Table 1. Feature extraction techniques 

 

 

2. RESEARCH METHOD 

The face dataset has been created at Department of Computer Science and IT and Department of 

Electronics, University of Jammu, J&K, India. Thermal images have been captured using a Fluke 480 Ti Pro 

Infrared Camera [24], along with the corresponding visual images. Under varied constraints, images have 

been collected in pairs, one thermal and one visible. Figure 1 shows the experimental configuration of the 

image capture process. As illustrated in Figure 1(a), the camera settings have been adjusted for capturing the 

images. The camera has been placed around 60 cm away from the participants, and with the face at the center 

of the image. The images have been captured with subjects sitting on chairs at a distance of about 2 feet from 

the cameras [25]. The rainbow mode is employed for thermal imaging with the image output containing both 

thermal and RGB images. The images generated by the camera have been saved in JPEG format. 

The Fluke 480 stands as a portable infrared thermal camera, the specifications of the camera used 

are given in Table 2. The images have been captured at a constant temperature of around 27.5°C.  

The capturing process has been carried out for two consecutive days to maintain the temperature. Different 

image mode options in Fluke 480 Ti Pro can be employed. Fluke 480 Ti Pro image characteristics have been 

divided into seven modes: rainbow, ironbow, blue-red, high contrast, amber, hot metal, and grayscale.  

The color palette processing, display markers adjustment, emissivity settings, and various pre-processing 

operations on the images captured by the camera have been done using FLUKE SmartView version 4.3.311.0 

software. Color palette Ironbow and Grayscale have been a general-purpose palette that instantly detects 

thermal anomalies and body heat. Rainbow has the optimum color palette for situations with little heat shift 

and a focus on an area with similar heat intensity. In a broader sense, the face temperature does not change 

Techniques Objective Summary Strength Limitation 

FAST Feature matching feature 

tracking 

Recognizes corners by contrasting 

pixel brightness 

Efficient computation 

robust to noise 

Noise sensitivity low 

performance with change 
in lighting 

MSER Region-based object 

detection image 
segmentation 

Locates areas with consistent 

intensity fluctuations across varied 
zoom levels. 

Robust to geometric 

transformations 

Sensitive to region size 

Harris corner 

detection 

Feature matching feature 

tracking 

Applies eigenvalues to detect 

corners and calculate the change 

in intensity for minor window 

shifts. 

Robust to lighting 

change 

Low performance with 

changes in rotation and 

scale sensitive to noise 

Eigen faces Face recognition feature 
extraction 

Illustrate faces as linear 
combinations of images obtained 

using PCA 

Optimize facial 
feature representation 

Sensitive to change in 
lighting and pose 

HOG Object detection image 
segmentation 

Extracts localized shape 
information by applying gradient 

orientations 

Captures edge and 
shape Robust to 

lighting change 

Low performance in a 
change of scale sensitive 

to occlusion 

ORB Feature description feature 
detection feature matching 

Integrates FAST keypoint detector 
with the BRIEF descriptor to 

incorporate rotational invariance 

Efficient computation 
robust to lighting 

change 

Low performance in the 
change of scale sensitive 

to noise 
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drastically. The objective is to observe temperature fluctuations in various areas of the face and then employ 

them for identification purposes. As a result, because the temperature shift is subtle, Rainbow mode has been 

well suited for face thermal imaging in this study as shown in Figure 1(b). 

A sample of the thermal images captured along with their respective visible spectrum images is 

shown in Figure 2. The raw images obtained of size 1,080×1,440 have been resized to 480×480, for 

performing image processing operations for better presentation. The camera has been calibrated by first 

adjusting the temperature between 15 °C and 40 °C, followed by subsequent adjusting of the multipoint 

focus. The camera generates a pair of both thermal images and visible spectrum images. It examines the raw 

image and removes sensor noise. Pre-processing techniques like pallet and emissivity have been then 

employed on processed thermal images to accustom the image accordingly. The emissivity parameter which 

is the ratio of an object’s actual emittance to the emittance of a black body at the same temperature has been 

set between 0.6 and 1.0. For the sake of uniformity, the emissivity parameters have been set to 0.8. 

Emissivity is material-dependent and is an important property when measuring temperatures with a thermal 

camera. 
 
 

  
(a) (b) 

 

Figure 1. Configuration setting for dataset acquisition (a) illustrated (b) temperature fluctuations 
 

 

Table 2. Specification table for fluke 480 Ti Pro 
Features Specification 

Infrared spectral band 7.5 μm to 14 μm 

Thermal image resolution 640×480 

Screen resolution 1280×960 
Thermal sensitivity 50 mK 

Temperature range -20 °C to +800 °C 

Color pallets Rainbow, ironbow, blue-red, high contrast, amber, hot metal, grayscale 

 

 

 
 

Figure 2. Thermal and corresponding visual images from the TID dataset 
 

 

The image has been transformed to greyscale so that feature extraction techniques could perform 

operations. Further, the thermal images have been enhanced by applying histogram equalization.  

Data augmentation is additionally done by applying rotation and scaling to increase the size of the dataset. 
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After generating a grey-level equalized image, external factors noise has been applied to analyze how various 

feature extraction techniques have been inflated. Figure 3 depicts the framework for assessing the 

performance of feature descriptors techniques in the infrared band for thermal images. The pseudocode for 

the proposed methodology is discussed in Algorithm 1. The objective is to discover the sensitivity towards 

external factors i.e., noise. Two types of noise: Gaussian and salt and pepper noise have been added as noise 

to the original thermal image. The pixel value has been adjusted by setting the noise density value as 0.01 for 

salt and pepper noise. Similarly, gaussian noise has been added with mean, 𝜇 =  0.1. 
 

 

 
 

Figure 3. Block diagram of the framework for feature identification in thermal images 
 
 

Algorithm 1. Feature identifcation in thermal images 
Input: Thermal image, ITM 

Output: Feature points: Inliers, FIN and Outliers, FOUT 
Start 

Step I: Calibrate Thermal camera: Radiometric calibration 

  Set a constant environment with controlled temperature= 27.5°C. 

  Warm up the camera for five minutes to attain a steady temperature. 

  Use a temperature-controlled blackbody reference source. 

  Keep a distance of 2 feet between the subject and the camera. 

  Capture the thermal image, ITM. 

Step II: Preprocess the thermal image: 

for each ITM. € TID do 

           Set color_pallet= Rainbow and emissivity= 0.8 

            Resize the image = 480x480 resolutions. 

            Convert the image, ITM into a grayscale image, IGTM  

            Perform histogram equalization on IGTM, to create enhanced image, ITEQ. 

            Apply augmentation on IGTM using rotation= 30° and scaling=0.1  

  end for 

Step III: Introduce External factor noise:   

   for each image ITEQ  € TID do 

         Apply Salt and pepper noise with noise_density=0.01 to create ITSP  

         Additionally, apply Gaussian noise with mean, μ = 0.1 to create ITG. 

  end for 
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Step IV: Extract Thermal Features: 

    for each image ITSP  , ITG  € TID do 

         Apply the following feature extraction methods: 

              ORB, HOG, FAST, Harris, MSER, Eigen  

          Map the identified features for each ROI in every ITSP, and ITG.             

          Calculate the pertinent thermal features for each ROI. 

          Select relevant features around the face by computing feature points:     

          Inliers, FIN and Outliers, FOUT 

         Further applying PCA to reduce the feature space.  

end for 

 

A small fraction of noise has been added to the thermal image to study the subtle effect of noise 

while preserving the thermal properties of the image. The noise value has been selected such that a fine level 

of distortion is there in the images. Afterward, the feature extraction techniques namely, ORB, FAST, 

MSER, Harris, HOG, and Eigen functions were applied to the dataset. The features have been extracted 

thoroughly by each technique. The resultant features are compared and the performance of each feature 

extractor technique is evaluated. A comparison has also been done between the feature points identified in 

the images’ infrared and visible spectral regions. The sensitivity of these feature extraction techniques toward 

various factors has been analyzed as well. The evaluation is based on the facial features identified within the 

inner and outer facial descriptor points. 
 

𝑋𝑃  =  𝑋 ∗  𝐸𝐾  (3) 
 

Where 𝑋𝑃 represents the reduced representation of the extracted features for TID dataset for 𝑋 

image original matrix. The top 𝑘 Eigen vectors are represented by 𝐸𝐾  selected from Eigen matrix created 

using covariance components. Since the size of dataset is small, a minimal value of 𝑘 has been selected using 

hit-and-trial method, specifically 𝑘 = 3 that converges the data to lower-dimensional space with fast 

computational speed. 

 

 

3. RESULTS AND DISCUSSION  

As discussed above, in this study a Fluke 480 Ti Pro infrared camera has been used to capture the 

images. The implementation of the algorithm has been done on MATLAB 2019b. The experimental work is 

performed on Intel(R) Core (TM) i7-8750H CPU with 20 GB RAM accompanied by NVIDIA GeForce GTX 

1050Ti. Also for pre-processing the thermal images, the study has employed SmartView software 

specifically designed for thermal images and compatible with Fluke camera. 

 

3.1.  Comparison between visual and infrared spectrum images 

As mentioned above, this study investigates the performance of feature identification techniques for 

detecting facial images in the visible and infrared spectrum that represents spatial and frequency domain 

respectively. A comparison has been made based on results generated by applying various feature 

identification techniques. Figure 4 shows the various features extracted by the six feature detection 

techniques in respective spectrums. The preprocessing done in the visible spectrum is only the color 

conversion of RGB images into grey-level images. The inlier and outlier features of the facial images have 

been observed. With inliers being the one that lies completely inside a region of the face and outliers being 

the one detected outside the facial regions. As can be observed from the images, for visible spectrum images 

facial features as well as some other features such as text written or texture present in the apparel has also 

been detected. Almost all feature extraction techniques except ORB have detected only outliers in visible 

spectrum images as shown in Figure 4(a). On the other hand, in the case of thermal images in the infrared 

spectrum as illustrated by Figure 4(b), these outlier features have completely been masked and maximum 

inlier features such as regions near the eyes and cheeks have been observed. With ORB feature extractor 

identifies the maximum facial features around the inner circle of the face followed by the Harris identifying 

the inlier features. Overall for almost all 27 images in the TID dataset, HOG identified the least features. 

Also, it can be therefore concluded that thermal imagery in the infrared spectrum is less sensitive to the 

variations in exterior features present in the images compared to images in the visible spectrum. Hence for 

face identification purposes using thermal imaging, the frequency domain performed better in comparison 

with a spatial domain. 

 

3.2.  Identifying the effect of distortions in the infrared spectrum 

The investigation entails assessing the thermal image’s susceptibility to the noisy environment. 

Gaussian and salt and pepper noise have been added as noise to the original thermal image. The pixel’s value 
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has been adjusted by setting the noise density value = 0.01 for salt and pepper noise. Similarly, gaussian 

noise has been added with 𝜇 =  0.1. A sample of textual facial features identified by various feature 

extraction techniques under the influence of noise is shown in Figure 5. Here, Figure 5(a) represents the 

suspectibility of feature extraction methods under salt and pepper noise at noise density value = 0.01 and 

Figure 5(b) illustrating the effect of gausian noise (mean = 0.1) on these extraction methods with ORB 

detecting the maximum features along with the outliers, respectively. Accordingly the computed feature 

points inliers, FIN, and outliers, FOUT for the dataset have been further represented in Table 3  along with their 

corresponding PCA components. As depicted by the Table 3(a), ORB feature extractor is able to compute 

maximum number of feature points with FIN identifying the maximum covered facial region.  

For all 27 images in TID, unit variance scaling, and principal components have been calculated 

using singular value decomposition (SVD) with imputation. In the first two major principal components, 

PCA account for 81.6% and 7.8% of the total variance, respectively for all six feature detection techniques in 

the case of inliers as well as outliers. This indicates that PCA effectively condenses the significant 

information from high-dimensional image component to a smaller set of variable space. This space reduction 

further accelerates the efficency of feature detectors by only focusing on most significant features as indicted 

by Table 3(b), repectively. 

Further clustering is performed using correlation distance and average linkage. The output of 

clustering generates heatmaps for both feature points inliers, FIN, and outliers, FOUT is represented in Figure 6, 

respectively. The heatmap in Figure 6(a) demonstrates high correlation with dark red color representing 

strong similarity clusters in facial features points with orange colour representing approximately less 

similarity, and low uncommon distinct features have been iluustrated by blue colour. On the otherhand, 

Figure 6(b) highlights the outlier’s heatmap indicating diversions among inconsistent feature points i.e. 

clusters formed outside facial regions indicated by the colour pallets red, orange, and blue respectively. These 

heatmap visualization helps in identifying consistant feature point clusters along with illustrating 

irregularities, thereby enhancing the robustness.  

Throughout the entire TID dataset, all six feature detection techniques have been able to identify 

inlier features to a maximum extent with detection around the nose, eyes, and mouth. With ORB detecting 

the strongest features amongst the lot. Figure 5 showed external parameters like noise plays a significant role 

in detecting facial feature in thermal images. Like in the case of Gaussian noise, the noise elements have 

covered all the regions throughout the image causing the feature extractor to detect more outliers rather than 

inliers. ORB and MSER, however, show the worst performance in the presence of noise as given in Table 4. 

Further, as observed from the Figure, feature detection in thermal images is invariant to the effect of noise as 

the feature extraction techniques were able to detect the facial features. 

 
 

  
(a) (b) 

 

Figure 4. Feature extraction (a) visible spectrum and (b) infrared spectrum 
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(a) (b) 

 

Figure 5. Feature extraction in the presence of (a) salt and pepper noise at noise density=0.01 and  

(b) gaussian noise at mean=0.1 for the TID dataset 
 

 

Table 3. Feature extracted within ROI, FIN, and FOUT, and their respective PCA components in TID 

(a) 

Image 
FAST [18] Harris [22] ORB [20] MSER [21] HOG [19] EIGEN [23] 

FIN FOUT FIN FOUT FIN FOUT FIN FOUT FIN FOUT FIN FOUT 

I1 49 20 35 15 80 35 53 36 41 6 36 22 

I2 55 21 36 14 81 36 69 35 40 14 38 26 

I3 62 15 32 18 75 39 60 48 49 12 39 24 
I4 43 18 40 20 77 41 62 42 35 7 45 36 

I5 45 30 39 22 76 25 63 32 39 12 42 16 

I6 52 34 41 25 69 39 71 16 38 15 40 19 
I7 69 25 25 7 82 45 55 35 40 9 32 22 

I8 75 22 28 19 75 41 54 32 45 7 36 27 

I9 31 29 41 18 76 32 56 26 47 8 52 29 
I10 52 31 20 12 73 33 66 27 48 8 45 35 

I11 56 37 22 14 82 48 62 45 52 9 41 34 

I12 51 10 23 9 56 47 60 33 38 16 32 13 
I13 49 9 31 13 69 35 58 32 68 20 39 14 

I14 60 15 36 15 70 25 59 19 41 5 33 17 

I15 59 32 39 22 78 37 55 28 45 8 39 42 
I16 58 18 37 21 75 36 45 29 48 7 47 33 

I17 69 17 41 25 69 38 58 24 45 5 21 37 

I18 45 16 12 35 77 26 62 22 38 13 30 22 
I19 44 22 50 14 74 52 57 39 57 11 38 25 

I20 42 28 45 19 72 45 58 24 55 15 54 24 

I21 48 25 39 22 73 41 71 18 48 17 35 26 
I22 50 26 38 26 74 39 66 27 40 7 37 28 

I23 55 31 34 14 86 55 65 33 42 4 39 27 

I24 56 35 35 7 76 28 62 41 49 15 28 24 
I25 54 12 22 16 85 38 68 49 32 10 33 23 

I26 53 19 20 18 59 41 59 40 39 11 48 30 

I27 55 17 35 22 80 38 60 35 48 14 41 21 

 

(b) 

PCA components PC1 PC2 PC3 PC4 PC5 PC6 

FIN FOUT FIN FOUT FIN FOUT FIN FOUT FIN FOUT FIN FOUT 

FAST [18] -0.62 -0.75 -2.89 1.47 0.05 2.40 0.07 -0.35 0.39 0.84 0.00 0.00 
Harris [22] 5.34 -2.87 0.49 1.11 -0.55 -2.03 -1.58 0.51 0.22 1.16 0.00 0.00 

ORB [20] -7.39 6.03 1.02 0.51 0.53 -0.82 -0.51 -1.72 0.71 -0.34 -0.00 -0.00 

MSER [21] -2.99 3.20 0.24 -2.82 -1.47 0.33 0.40 1.05 -1.08 0.61 -0.00 -0.00 
HOG [19] 1.90 -6.26 0.22 -1.51 1.59 0.03 0.13 -1.14 -1.10 -0.80 -0.00 0.00 

EIGEN [23] 3.76 0.65 0.92 1.25 -0.15 0.09 1.49 1.65 0.85 -1.48 -0.00 -0.00 

 
 

Table 4. Average number of feature points detected 
Feature extractor Inliers Outliers 

FAST [18] 53.22 22.74 

Harris [22] 33.18 17.85 
ORB [20] 74.78 38.33 

MSER [21] 60.52 32.11 

HOG [19] 44.70 10.56 

EIGEN [23] 38.51 25.78 
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(a) (b) 
 

Figure 6. Heatmap showing clusters for various images in the TID dataset for various feature extraction 

techniques for the dataset (a) inliers heatmap indicating and (b) outliers heatmap indicating 
 

 

3.3.  Stastical analysis 

As per Table 4, ORB algorithm has detected the strongest and the maximum features for inliers 

identification, to validate the performance of ORB we can measure the statistical difference between all the 

algorithms. To test the performance of these feature extraction techniques, let’s hypothesized that all 

algorithms have same performance measure in detecting facial features for thermal images i.e., H0: there is 

no difference in feature extraction performance of all six algorithms, H1: some feature extraction algorithms 

perform better than the others. Kruskal-Wallis test, a variant of one-way ANOVA test can be considered for 

measuring the ranking between the algorithms. The feature points outliers, FOUT values predicted by the 

model have been used in Kruskal-Wallis test to access the ranking of these algorithms. Table 5 represents the 

performance of feature point detection algorithms using Kruskal-Wallis H test respectively. 

Accordingly, Kruskal-Wallis H test indicated that there is a significant difference in the dependent 

variable between the different groups, χ2(5) = 103.84, p < .001, with a mean rank score of 75.63 for FAST, 

53.28 for Harris, 135.65 for ORB, 113.54 for MSER, 21.48 for HOG, 89.43 for EIGAN. Further by applying 

a Bonferroni corrected alpha of 0.0033, the mean ranks of the following pairs are significantly different: x1-x2 

x1-x3 x1-x5 x2-x3 x2-x4 x3-x5 x3-x6 x4-x5 x4-x6 where each xi indicates feature extraction algorithm respectively. 

Since the p-value < α, H0 is rejected i.e., there is a difference between the mean ranks of some feature 

extraction algorithms is big enough to be statistically significant as shown by Figure 7. Further, p-value 

equals to 0. Hence, we can conclude that the algorithms behave differently with significant performance 

difference. 
 
 

 
 

Figure 7. Statistically distributed values for Kruskal-Wallis H test 
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Table 5. Kruskal-Wallis H test performance for various feature extraction techniques 
Group Harris ORB MSER HOG EIGAN 

FAST 55.7 -58.15 -30.54 49.46 26.63 

HarriS 0 -113.85 -86.24 -6.24 -29.07 

ORB -113.85 0 27.61 107.61 84.78 

MSER -86.24 27.61 0 80 57.17 

HOG -6.24 107.61 80 0 -22.83 

 

 

4. CONCLUSION 

Amongst the most popular and effective applications of biometric technology is face recognition. 

The aspect of thermal images in the infrared band has been explored for the face recognition process. A novel 

face dataset has been created, comprising 27 thermal images along with their corresponding visual band 

images. The feature extraction techniques FAST, ORB, MSER, Harris, etc. have been applied for locating 

facial features like eyes, mouth, and nose. The results showed the sensitivity of visible spectrum images for 

textural patterns present in the apparel. Almost all techniques except ORB detected only outliers in visible 

spectrum images. On the other hand, in the case of thermal images in the infrared spectrum, these outlier 

features have been completely masked, and maximum inlier features such as regions near the eyes and 

cheeks have been observed. Also, their efficacy has been substantiated in detecting facial features in the 

presence of external noise. The results showed that external noise plays a significant role in detecting facial 

features in thermal images. Salt and pepper noise shows less sensitivity as compared to Gaussian noise, as 

more outliers than inliers have been detected for images with Gaussian noise. Further, the work can be 

extended by integrating GANs and RNNs to synthesize and augment thermal and visual spectrum images for 

extensive feature extraction and identification process. 
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