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 This study presents a multi-document text summarizing system that employs 

a hybrid approach, including both extractive and abstractive methods. The 

goal of document summarizing is to create a coherent and comprehensive 
summary that captures the essential information contained in the document. 

The difficulty in multi-document text summarization lies in the lengthy 

nature of the input material and the potential for redundant information.  

This study utilises a combination of methods to address this issue. This study 
uses the TextRank algorithm as an extractor for each document to condense 

the input sequence. This extractor is designed to retrieve crucial sentences 

from each document, which are then aggregated and utilised as input for the 

abstractor. This study uses bidirectional and auto-regressive transformers 
(BART) as an abstractor. This abstractor serves to condense the primary 

sentences in each document into a more cohesive summary. The evaluation 

of this text summarizing system was conducted using the ROUGE measure. 

The research yields ROUGE R1 and R2 scores of 41.95 and 14.81, 
respectively. 
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1. INTRODUCTION 

The automatic document summarization system shortens the length of the document(s) that are 

being input while preserving all of the information that is pertinent to the situation [1]–[3]. When it comes to 

summarization approaches, the classification of single-document or multi-document techniques is determined 

by the number of documents that are input. Additionally, multi-document summarization is a useful tool for 

consolidating information from a group of related documents to create a concise summary [4], [5].  

In contrast, single-document summarization may only partially capture the main topic as it focuses on 

summarizing just one document. There are two methods that can be utilized in order to achieve this objective: 

extractive and abstractive. Extractive methods are used to generate summaries by picking the information 

from the original document(s) that are deemed to be the most important [6], [7]. An extractive method is 

appropriate for lengthy texts with a well-defined structure, whereas an abstractive method is more ideal for 

concise writings [8]. Meanwhile, the objective of abstractive methods is to produce new words and phrases in 

a manner that is analogous to the way in which humans develop summaries. In modern times, an encoder-

decoder arrangement is frequently utilized for abstractive summarization [9], [10]. There are two components 

that make up the architecture, which is referred to as sequence-to-sequence (Seq2Seq) and consists of an 

encoder and a decoder. Encoder module is responsible for converting the text that is input into a vector 
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representation that is compact. Following that, the output is sent into the decoder module, which is 

responsible for producing the ultimate abstractive summary [11]. This technique has been used mostly by 

researchers to summarise single documents. The reason for this is that when summarizing several documents, 

the summarizer needs to account for a wide range of dependencies, which results in increased computational 

complexity [12]. Content produced by abstractive approaches frequently has problems including low 

readability, data repetition, and significant semantic differences from the original source [12]. They are 

unable to accurately convey the meaning of the material [13]–[15]. Additionally, when input sequences 

become longer, the attention mechanism can potentially cause diversion or loss of focus [16]. While the 

extractive methods frequently encounter one-sidedness and limited coverage, hindering their ability to 

capture the complete semantics of the material [17]. According to the Liu et al. [18] and Habib et al. [19] 

study, combining extractive and abstractive approaches can result in higher-quality summaries. They suggest 

a two-stage hybrid strategy to enhance document summarizing by combining the benefits of abstractive and 

extractive methods. 

Transformers, developed by [17], use the Seq2Seq architecture and are capable of modeling 

generative tasks on their own. Transformers outperform long short-term memory (LSTM) networks in certain 

natural language processing (NLP) tasks by effectively handling longer dependencies. Transformers have had 

a positive influence on pre-trained language models including bidirectional encoder representations from 

transformers (BERT) [20], XLNet [21], bidirectional and auto-regressive transformers (BART) [22], and 

text-to-text transfer transformer (T5) [23], enhancing their capabilities. BERT and XLNet exclusively employ 

encoders, but BART and T5 incorporate both encoder and decoder components. BERT and XLNet is suitable 

for jobs involving categorization, whereas BART and T5 is suitable for tasks involving generation. Hence, 

the optimal choice for abstractive summarization would be either BART or T5 [11]. Prior studies on 

abstractive multi-document summarization were conducted by Beltagy et al. [24], Pasunuru et al. [25], and 

Xiao et al. [26]. The method developed in [24] utilizes longformer-encoder-decoder (LED) models for multi-

document summarization. Pasunuru et al. [25] introduced an efficient approach for multi-document 

summarization by leveraging the BART pre-trained model. The PRIMERA model [26] is a pre-trained model 

specifically designed for the task of multi-document text summarization. PRIMERA use the sentence 

generation objective (GSG) to conceal significant sentences that will then be re-predicted in order to generate 

a summary. Meanwhile, the papers by Aote et al. [27], Mojrian and Mirroshandel [28], Sanchez-Gomez et al. 

[29], and Tomer and Kumar [30] propose a method for extractive multi-document summarization. Aote et al. 

[27] utilizes the binary particle swarm optimization (BPSO) technique along with a customized genetic 

algorithm. The method employed by Tomer and Kumar [30] is firefly-based text summarizing (FbTS). The 

paper by Sanchez-Gomez et al. [29] use the asynchronous parallel MOABC (AMOABC) technique. The 

papers by Mojrian and Mirroshandel [28] employs the quantum-inspired genetic algorithm (QIGA) 

technique. The research paper by Fabri et al. [31] presented two datasets, multi-XScience and multi-news, 

which are specifically designed for large-scale multi-document summarization. This dataset is suitable for 

training summarization models using an abstractive method. Multi-XScience comprises scientific 

information, whereas multi-news comprises news text. Muniraj et al. [32] introduced a single-document 

summarizing technique employing a hybrid approach. This study employs an extractive-abstractive technique 

to perform summarization. The employed model is HNTSumm. HNTSumm is a fusion of the TextRank 

method, which functions as an extractor, and a hybrid sequence-to-sequence encoder-decoder model, which 

serves as an abstractor. In addition, study by Ghadimi and Beigy [11] introduced a hybrid approach for multi-

document summarization. This study utilizes the determinantal point process (DPP) method to generate an 

initial extraction summary. The DPP approach relies on the fundamental elements of quality and diversity. 

The deep submodular network (DSN) [33] is used to evaluate quality (relevance) and measure diversity using 

a BERT-based representation. By employing this method, the DPP is able to allocate a numerical value to 

every sentence inside the input texts. The sentences with the highest scores are chosen to generate a first 

extracted summary. Two abstractive summaries are produced by feeding the resulting summary into the pre-

trained models, BART and T5. Lastly, the final summary is chosen by comparing the diversity of sentences 

in each summary; the summary with greater diversity is chosen. Based on the research approaches by 

Muniraj et al. [32] and Ghadimi and Beigy [11], [33], This research uses extractive and abstractive 

approaches for multi-document summarization.  

This research involves using the TextRank algorithm as an extractor and BART as an abstractor. 

TextRank is an unsupervised graph-based learning system specifically created for extractive summarization 

in the field of NLP. This approach relies on Google's PageRank algorithm, which utilizes connections to 

prioritize web sites in search engine rankings [34]. The TextRank algorithm extracts significant text terms by 

constructing a network with sentences as nodes. Textual sentences must be transformed to vector format. The 

weight between two nodes is derived using a similarity metric like cosine or Jaccard similarity. In our 

research, we used the cosine similarity measure. This algorithm works by iteratively updating the weights of 

nodes in the graph until convergence is achieved. The node with the highest weight is then selected as the key 
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phrase or sentence that best summarizes the document. Overall, the TextRank algorithm is a powerful tool for 

extractive summarization in NLP [32]. BART is a denoising autoencoder that returns a corrupted document 

to its original format [22]. The model is a sequence-to-sequence architecture with a bidirectional encoder 

designed for corrupted text and a left-to-right autoregressive decoder. The BART-large-cnn model is a 

transformer encoder-decoder (Seq2Seq) that has been pre-trained in English and fine-tuned using the CNN 

Daily Mail dataset. The model integrates a bidirectional encoder similar to BERT with an autoregressive 

decoder similar to GPT, which is particularly beneficial for text production tasks such as summarization. The 

model is pre-trained by perturbing text using a random noising function and subsequently learns to 

reconstruct the original text. This enables the model to develop robust representations of the input sequences.  

In this paper, we propose a multi-document summarization system which combines extractive and 

abstractive approaches. The system creates an extractive summary by combining several selected sentences 

or information extracted from each numerous input document, which is then used to construct the input of an 

abstractive summary. We use the BERT pre-trained language model to embed sentences in a context-aware 

approach. The graph is formed by the representations and their similarities. The graph is utilised to discard 

the length of input sequence for abstractive summarization in favor of their shorter, yet related, equivalents. 

Consequently, lengthier sentences are less likely to be present in the summary that is generated. Removing 

lengthier sequences also decreases computational time. In order to identify the significant sentences inside a 

document, we employ the TextRank algorithm, which gives each sentence a score. The selected sentences are 

those with the highest scores. The obtained summary is subsequently fed into the pre-trained models, BART, 

to generate abstractive summaries. Following this requirement, this research work has the following 

objectives: (i) conduct an experiment combining extractive and abstractive summarization methods to tackle 

input sequence length. (ii) Utilize recall-oriented understudy for gisting evaluation (ROUGE) as the 

assessment metrics. The next parts of this paper are organised in the following format. Section 2 provides an 

explanation of our methodology. Section 3 presents the results of the study, whereas section 4 provides the 

last remarks and conclusions of the study. 

 

 

2. RESEARCH METHOD 

This study employs the multi-news dataset. Multi-news contains news articles and manually created 

summaries sourced from newser.com. Each summary is meticulously crafted by editors and includes links to 

the referenced original articles. Our proposed strategy is illustrated in Figure 1. The pre-processing part 

involves converting the text format to lowercase, eliminating symbols, and deleting HTML tags. After that, 

each document inside a cluster is segmented into sentences and subsequently went through the sentence 

embedding process. 

 

2.1.  Extractive summarization 

In the extractive summarization stage, the first process performed is sentence embedding. The initial 

step involves adding tokens [CLS], [SEP], and [PAD]. The [CLS] token is added at the beginning of each 

sentence. The token [CLS] is an essential component placed at the beginning of the input given to BERT, 

whether it is a single sentence or a pair of sentences. Miller's empirical research [35] shows that calculating 

the average value of the second-to-last hidden state in the BERT encoder network is more beneficial. The 

[SEP] token is inserted between sentences as a separator, and the [PAD] token is added at the end of each 

sentence for padding. The purpose of adding the [PAD] token is to make the length of each sentence uniform. 

The addition of [PAD] tokens is adjusted based on the longest sentence in a document. In this study, the 

token length is limited to a maximum of 128 tokens. Therefore, if a sentence exceeds 128 tokens, it is 

truncated to the maximum limit. Each token has an input ID. Specifically, the input IDs for the [CLS], [SEP], 

and [PAD] tokens are 101, 102, and 0, respectively, in sequence. These input IDs are then used as input to 

the BERT model to generate sentence vector representations containing semantic information. The output of 

the BERT model is a hidden state vector with a size of 768 for each sentence. Therefore, if there are n input 

tokens, the output of this sentence embedding process is of size n×768. The vectors representing each 

sentence have a length of 768 because the BERT model used in this study is BERTBASE. 

Once the vectors for each sentence are obtained, the next step is to represent these sentences in the 

form of a graph. This graph representation is constructed with each sentence as its node and the relationships 

between sentences as its edges. The extractive summarization process leverages the TextRank algorithm to 

perform extractive summarization on a set of documents. It constructs a graph where each sentence is a node, 

and edges represent the similarity between sentences. The similarity scores are computed based on cosine 

similarity. The cosine similarity formula can be seen in (1). The system calculates the cosine similarity 

between sentences using the scikit-learn library. 
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𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑆1, 𝑆2) =
𝑆1∙𝑆2

|𝑆1|∙|𝑆2|
 (1) 

 

where, 

 

𝑆1 = [𝑆1,1, 𝑆1,2, … , 𝑆1,𝑚] (𝑉𝑒𝑐𝑡𝑜𝑟 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑆1)  

 

𝑆2 = [𝑆2,1, 𝑆2,2, … , 𝑆2,𝑚] (𝑉𝑒𝑐𝑡𝑜𝑟 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑆2)  

 

|𝑆1| = √𝑆2
1,1 + 𝑆2

1,2 + ⋯ + 𝑆2
1,𝑚  (𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑛𝑜𝑟𝑚 𝑜𝑓 𝑣𝑒𝑐𝑡𝑜𝑟 𝑆1)  

 

|𝑆2| = √𝑆2
2,1 + 𝑆2

2,2 + ⋯ + 𝑆2
2,𝑚 (𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑛𝑜𝑟𝑚 𝑜𝑓 𝑣𝑒𝑐𝑡𝑜𝑟 𝑆2)  

 

 

 
 

Figure 1. System flowchart 

 

 

Subsequently, the PageRank algorithm is employed on this graph to identify sentences that are 

central or important within the document. These important sentences are determined by their PageRank 
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scores. The formula for these scoring methods can be seen in (2). The sentences are sorted according to their 

scores, and the highest-scoring sentences are chosen as the summary. 

 

𝑆( 𝑉𝑖) = (1 − 𝑑) + 𝑑 ∗ ∑
1

|𝑂𝑢𝑡(𝑉𝑖)|
𝑆(𝑉𝑗)𝑗∈𝐼𝑛(𝑉𝑖)  (2) 

 

where, 

 

𝑉𝑖 = 𝑉𝑒𝑟𝑡𝑒𝑥 𝑡ℎ𝑎𝑡 𝑟𝑒𝑝𝑟𝑒𝑠𝑒𝑛𝑡𝑠 𝑒𝑎𝑐ℎ 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒  
 

𝑆( 𝑉𝑖) = 𝑇ℎ𝑒 𝑠𝑐𝑜𝑟𝑒 𝑜𝑓 𝑎 𝑣𝑒𝑟𝑡𝑒𝑥 𝑉𝑖  
 

𝑑 = 𝐷𝑎𝑚𝑝𝑖𝑛𝑔 𝑓𝑎𝑐𝑡𝑜𝑟 𝑡ℎ𝑎𝑡 𝑐𝑎𝑛 𝑏𝑒 𝑠𝑒𝑡 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 0 𝑎𝑛𝑑 1  
 

𝐼𝑛(𝑉𝑖) = 𝑆𝑒𝑡 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 𝑡ℎ𝑎𝑡 𝑝𝑜𝑖𝑛𝑡 𝑡𝑜 𝑖𝑡 (𝑝𝑟𝑒𝑑𝑒𝑐𝑒𝑠𝑠𝑜𝑟𝑠)  

 

𝑂𝑢𝑡(𝑉𝑗) = 𝑆𝑒𝑡 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 𝑡ℎ𝑎𝑡 𝑣𝑒𝑟𝑡𝑒𝑥 𝑉𝑖  𝑝𝑜𝑖𝑛𝑡𝑠 𝑡𝑜 (𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑜𝑟𝑠)  

 

|𝑂𝑢𝑡(𝑉𝑗)| = 𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑂𝑢𝑡(𝑉𝑗)  

 

The extractive summary is constructed by selecting the n×compression ratio highest-scoring 

sentences from each document out of n sentences. These extractive summaries from each document are then 

combined to obtain an overall extractive summary for the entire cluster. This extractive summary 

subsequently becomes the input for the next stage. 

 

2.2.  Abstractive summarization 

In this research, the abstractive summarization stage utilizes the BART model, focusing on 

generating new sentences that represent the core information of news documents with the aim of producing 

shorter yet coherent and informative summaries. The gold summary, or target summary, existing in the 

dataset serves as the input to the decoder model. This is done because during the training phase, the BART 

model is trained to learn from examples of summaries already present in the dataset. By using existing 

summaries as input to the decoder, the model is taught to understand the structure and writing style desired in 

the summaries. This helps the model learn linguistic patterns and important information to be included in the 

summaries. Meanwhile, the previously generated extractive summary is used as input to the encoder. This 

provides a contextual representation of the input text that is useful in constructing abstractive summaries. By 

incorporating the extractive summary as input to the encoder, the model can better understand the context of 

the input text and capture relevant information needed in summary construction. 

Before entering the encoder and decoder, both input sequences undergo tokenization. During this 

stage, special tokens are also added, namely <s> and </s>. The <s> token is added at the beginning of each 

input sequence, and the </s> token is added at the end of each input sequence. Similar to tokenization in the 

previous sentence embedding process, this model also has a maximum limit for input tokens in the encoder 

and decoder. In this study, the maximum input sequence length for the encoder is 1,024, while the maximum 

input sequence length for the decoder is 128. Subsequently, the output from the encoder in the BART model 

is fed into the decoder so that the model can understand the context of the input text when constructing 

summaries. This process enables the decoder to generate relevant and informative summaries by considering 

contextual information such as topic, structure, and content provided by the original text. Thus, the output of 

the encoder serves as guidance in the autoregressive decoding process, assisting the model in constructing 

summaries appropriate to the given input text context. This allows the BART model to produce accurate and 

connected summaries with the original text, making it effective in handling abstractive summarization tasks. 

All processes in this abstractive summarization are performed using libraries available in Hugging Face. 

 

2.3.  Datasets 

In this research, we employ multi-news datasets. The multi-news dataset, presented by [31], 

performs as a significant dataset for multi-document summarization. The dataset includes articles and 

attached summaries created by humans, using a format similar to the DUC 2004 dataset but on a bigger size. 

The dataset was divided into training (80%, 44,972), validation (10%, 5,622), and test (10%, 5,622) sets. The 

multi-news dataset includes scenarios with 2 to 10 source documents per summary, which corresponds with 

its goal of multi-document summarization (MDS). The frequency of each example is shown in Table 1. 
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Table 1. The frequency of multi-news dataset based on the number of sources 
#of source Frequency #of source Frequency 

2 23894 7 382 

3 12707 8 209 

4 5022 9 89 

5 1873 10 33 

6 763   

 

 

2.4.  Evaluation metrics 

This study adopts established evaluation metrics in the text summarization literature, namely, 

ROUGE. The ROUGE evaluation metrics utilized include ROUGE-N, measuring the similarity of n-grams 

between sentences. This study employs a supervised dataset annotated by human evaluators for evaluation 

purposes. The ROUGE calculations in this evaluation phase use the recall formula in (3), precision in (4), and 

F1-measurement in (5). 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑤𝑜𝑟𝑑𝑠

𝑡𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑠𝑢𝑚𝑚𝑎𝑟𝑦
 (3) 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝𝑝𝑖𝑛𝑔 𝑤𝑜𝑟𝑑𝑠

𝑡𝑜𝑡𝑎𝑙 𝑤𝑜𝑟𝑑𝑠 𝑖𝑛 𝑠𝑦𝑠𝑡𝑒𝑚 𝑠𝑢𝑚𝑚𝑎𝑟𝑦
 (4) 

 

𝐹1 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +𝑟𝑒𝑐𝑎𝑙𝑙
 (5) 

 

 

3. RESULTS AND DISCUSSION 

This section presents the findings obtained from running experiments on the proposed summarizer. 

Additionally, it covers the experimental settings during these experiments to provide context for the results. 

The evaluation of the summarizer's performance was conducted using ROUGE scores, examining the impact 

of various compression ratios on the quality of the generated summaries. The experiments aimed to identify 

the optimal balance between summary length and information retention. The results demonstrate the 

effectiveness of combining extractive and abstractive approaches in achieving high-quality summarization. 

 

3.1.  Experimental settings 

In this study, we carried out it in the Google Colab environment using a V100 GPU (16 GB of 

RAM). Based on the methods and resources we use, we use several hyper-parameters, as mentioned in Table 2. 

In this table, we outline the key hyper-parameters employed in this study, providing insights into the 

configuration of our experimental setup.  

 

 

Table 2. Hyper-parameter setup 
Hyper-parameter Chosen value 

BERT setup bert-base-uncased 

BART setup bart-large-cnn 

Batch size 4 

Learning rate 0.00005 

Weight decay 0.01 

 

 

Two prominent language models, BERT and BART, serve as the foundational setup for the 

investigation. Specifically, we have chosen "bert-base-uncased" for the BERT model. The BERTBASE has 12 

transformer blocks, a hidden size of 768, 12 self-attention heads, and 110 M parameters. This model is used 

in the sentence embedding process for the extractive summarization part to represent the value of each 

sentence in the document. For the BART model, we have chosen "bart-large-cnn" for the BART model. The 

BART-large model, 406 million parameters, features 16 attention heads for each attention layer in the 

Transformer encoder and decoder, with a hidden size of 1,024 in the transformer blocks. Additionally, 

critical training parameters are disclosed, including a batch size of 4, a learning rate set at 0.00005, and a 

weight decay of 0.01. 

The disclosed hyper-parameter values reflect a thoughtful selection process, indicating a balance 

between computational efficiency and model expressiveness. The small batch size of 4 indicates a method 

that is efficient in terms of resources, possibly designed to match the processing capabilities of the systems 

being used. Simultaneously, the learning rate parameter is configured to its default value while utilizing the 
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AdamW optimizer. Furthermore, the weight decay value is selected based on the commonly employed value 

in the seq2seq trainer. 

 

3.2.  Results 

This section describes our experiment's performance using ROUGE scores. We utilize five 

compression ratios to summarize the dataset in the extractive summarization section. The compression ratio 

is the number of generated summary sentences divided by the number of original sentences. Compression 

ratios include 75%, 50%, 25%, 20%, and 15%. Table 3 shows the extractive summarization experiment 

results. This table shows ROUGE scores for extractive summaries at different compression ratios. 

 

 

Table 3. ROUGE Scores from extractive summary 
Extractive compression ratio ROUGE-1 ROUGE-2 

75% 28.53 12.79 

50% 33.53 12.86 

25% 38.18 11.95 

10% 38.48 11.45 

15% 38.11 10.76 

 

 

The compression ratio significantly impacts results of the extractive summary. As the compression 

ratio increases, the length of the summary also increases; however, the summary contains more information. 

In contrast, a lower compression ratio yields shorter summary results, but sacrifices the amount of available 

information. The average number of words in one document cluster at each compression ratio can be seen in 

Table 4. The target summary, also known as the gold summary, has an average word count of 217 words. 

With this golden summary length, the highest R1 score of 38.48 is achieved at a compression ratio of 20%. 

The highest R2 score of 12.86 is achieved at a compression ratio of 50%. 

 

 

Table 4. Summary length average from extractive summary 

Data 
Summary length average 

75% 50% 25% 20% 15% 

Train 1326.372 871.778 450.849 367.937 288.631 

Validation 1293.418 849.398 439.804 358.900 281.526 

Test 1307.599 858.451 444.286 362.629 284.139 

 

 

The result derived from the extractive summarization process then serves as the input for the 

abstractive summarization process. The optimal values for the maximum input sequence and output sequence 

in the abstractive summarization process were determined by a process of trial and error. The maximum input 

sequence value was found to be 1,024, while the output sequence value was determined to be 128. When the 

length of the input sequence is greater than this value, the length of the input will be truncated. The results of 

the abstractive summarization experiment can be seen in the Table 5. According to the findings of the 

evaluation of the abstractive summary, it is possible to observe that the rouge value is improved in proportion 

to the compression ratio of the extractive summary. This is due to the fact that a high compression ratio still 

stores a significant amount of information, which consequently allows the summary results from the 

abstractor to contain a greater amount of information. In this study, the optimal rouge value was determined 

by using a compression ratio of 75%, where R1 was 41.95 and R2 was 14.18. 

 

 

Table 5. ROUGE scores from abstractive summary 
Extractive compression ratio R1 R2 

75% 41.95 14.81 

50% 40.91 13.39 

25% 37.50 11.23 

20% 38.73 11.78 

15% 37.44 10.76 

 

 

The baseline for this study is previous research by Fabbri et al. [31]. This research presents the 

results of summarization using extractive and abstractive approaches, each separately. Table 6 shows the 
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comparison of evaluation results of the proposed model with other models and the baseline [31]. The table 

presents the evaluation results of models using extractive and abstractive approaches separately from the 

research conducted by Fabbri et al. [31]. From Table 6, the evaluation results of the proposed model are 

superior to those of models using extractive approaches. The extractive methods compared include First-1, 

First-2, First-3, LexRank, TextRank, and maximal marginal relevance (MMR). First-1, First-2, and First-3 

are extractive summaries that take the First 1, 2, and 3 sentences, respectively. LexRank and TextRank are 

graph-based summarization methods that consider relationships between sentences. MMR is an approach to 

combining query relevance with information novelty in the summarization context. MMR produces a ranked 

list of candidate sentences based on their relevance and redundancy to the query. The top-ranked sentences 

are then extracted to form the summary. 

 

 

Table 6. Comparison of model evaluation results 
Model R1 R2 

Extractive methods 

First-1 26.83 7.25 

First-2 35.99 10.17 

First-3 39.41 11.77 

LexRank [36] 38.27 12.70 

TextRank [37] 38.44 13.10 

MMR [38] 38.77 11.98 

Abstractive methods 

PG-Original [39] 41.85 12.91 

PG-MMR [39] 40.55 12.36 

PG-BRNN [40] 42.80 14.19 

CopyTransformer [40] 43.57 14.03 

Hi-MAP [31] 43.47 14.89 

Proposed method 

TextRank-BART 41.95 14.81 

 

 

Meanwhile, when compared to models using an abstractive approach, the evaluation results of the 

proposed model achieve competitive performance. The abstractive methods compared include PG-Original, 

PG-MMR, PG-BRNN, CopyTransformer, and Hi-MAP. PG-Original and PG-MMR are pointer-generator 

network models. PG-BRNN is the pointer-generator implementation from OpenNMT2 [13]. 

CopyTransformer is a model utilizing a transformer architecture with four layers of encoder and decoder. Hi-

MAP is a model built on top of PG-BRNN, constructed from a single layer of BiLSTM with a hidden state 

dimension of 256. In terms of the ROUGE-1 evaluation metric, the proposed model achieves better results 

than PG-Original and PG-MMR but still falls below PG-BRNN, CopyTransformer, and Hi-MAP. However, 

concerning the ROUGE-2 evaluation metric, the proposed model outperforms PG-Original, PG-MMR, PG-

BRNN, and CopyTransformer but remains below Hi-MAP. This discrepancy may be due to the input 

sequence of the previous research models being longer than that of the proposed model. Hi-MAP extracts a 

maximum of 500 tokens from each document in each cluster, while the proposed model extracts a maximum 

of 1,024 tokens from the entire document in each cluster. Thus, the previous models may capture more 

information from the original text. 

 

 

4. CONCLUSION 

This study proposes a multi-document summarization system that integrates both extractive and 

abstractive methods, leveraging the TextRank algorithm for extractive summarization and the BART model 

for abstractive summarization. The system addresses the challenges posed by lengthy input documents and 

potential redundancy by using the TextRank algorithm to extract crucial sentences from each document, 

which are then aggregated and fed into the BART model for further summarization. The evaluation of the 

proposed system using the ROUGE metric yields competitive results, with R1 and R2 scores of 41.95 and 

14.81, respectively. In conclusion, the hybrid approach presented in this study demonstrates the potential of 

combining extractive and abstractive methods to address the challenges of multi-document summarization. 

The proposed TextRank-BART model offers a balanced and effective solution, opening avenues for future 

research in improving and refining multi-document summarization systems. 
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