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 The internet enables people to connect through their devices. While it offers 

numerous benefits, it also has adverse effects. A prime example is malware, 

which can damage or even destroy a device or harm its users, highlighting 

the importance of cyber security. Various methods can be employed to 
prevent or detect malware, including machine learning techniques. The 

experiments are based on training and testing data from the UNSW_NB15 

dataset. K-nearest neighbor (KNN), decision tree, and Naïve Bayes 

classifiers determine whether a record in the test data represents a Shellcode 
attack or a non-Shellcode attack. The KNN, decision tree, and Naïve Bayes 

classifiers reached accuracy rates of 96.26%, 97.19%, and 57.57%, 

respectively. This study's findings aim to offer valuable insights into the 

application of machine learning to detect or classify malware and other 
forms of cyberattacks. 
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1. INTRODUCTION 

The large number of internet users can create gaps in the security aspect [1]. Any organization 

already has to think about the essence of cyber security, due to the increasing cases of cyber attacks that must 

be countered with knowledge of cyber security. It involves data privacy issues and infrastructure resilience [2]. 

Detection of malware attacks is now vital in the internet world. The detection system of an attack is divided 

into two types, namely anomaly and system abuse detection. The majority of companies only use detection 

on system abuse, but do not prioritize detection of an anomaly, which is more dangerous because it is directly 

performed by the outsiders. Anomaly detection system that is usually developed using machine learning yet 

often results in false alarms [3]. In 2021, ransomware attacks were conducted against 10 different types of 

companies, accounting for an average of 17.4% of all attacks that occurred at these companies [4]. 

Malware is software designed by hackers to attack the destination computer system. Malware has an 

important role in the process of attacking computers, where it can create a mess on the security system of a 

computer or server. It has many types that are commonly found when checking the security condition of a 

system. These types of malware include backdoors, botnets, downloaders, information-stealing malware, 

launchers, rootkits, scareware, spam-sending malware, and worms or viruses [5]. Attacks on a system are 

usually carried out by hackers by performing SQL injections or hijacking sessions from the destination 

operating system. It aims to take over the targeted system. The type of attacks in social engineering attacks 

that are widely carried out is phishing. Phishing is done to take someone's personal data by creating a fake 

https://creativecommons.org/licenses/by-sa/4.0/
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website or application that requires the targeted victims to fill out a form to get something fake [6]. Computer 

network security can be designed either by updating software and hardware, or by using additional or default 

applications contained in an operating system. One of them is a firewall. Firewalls are designed to block 

illegal files, where these files generally come from the internet. Firewalls are divided into 2, which are 

software firewalls and hardware firewalls. Software firewall is an application that runs on a computer, either 

visible or invisible (in the background). An example is an antivirus application, while hardware firewalls are 

usually in the form of electronic objects installed on a network. In fact, hardware firewalls are the same as 

software firewalls, but the protection is more central or centralized [7]. 

One example of malware is Shellcode. Shellcode is a program that provides a guide that is entered 

and will be executed by the program itself. The use of shellcode is usually to manipulate program code and 

functions of a program, which is composed of a collection of hexadecimal code written using assembly 

programming languages. Shellcode itself is produced not only with a high-level programming language, but 

also needs to consider several things that can interfere with the performance of the shellcode because the 

effects even can stop the work of the shellcode. The existence of good shellcode can also provide 

performance from shellcode in executing cleanly.  

Shellcode is developed with a lot of tools that have their own functions. The functions of the tools 

are for developing Shellcode that consists of tools for writing code, compiling code, converting, testing, and 

debugging Shellcode. Some of these tools can facilitate the formation or development of shellcode. Some of 

the tools used to form Shellcode are NASM, GDB, ObjDump, Ktrace, Strace, Readelf. NASM is a device 

consisting of an assembler called NASM and a disassembler called NDISAM [8]. 

Inside the Shellcode there are several functions called root shell. It was the most widely used before 

some further development [9]. Shellcode will execute its program into the destination hardware where it will 

manipulate the destination hardware program. This is referred to as a system call or syscall. Syscall is a function 

that plays a lot of roles that can give permission for senders to gain access to one destination operating system, 

such as getting input and output, manipulating processes that are being run, and even executing binary files. In 

addition, syscalls can also provide access into destination computer structures, such as the kernel, which can 

provide access to manipulate lower-level functions such as viewing and changing system files. 

The trend of using Shellcode has started to increase in recent years. Shellcode can be used to 

perform illegal activities or other hacking automatically such as distributed denial of service (DDoS) or data 

theft, to make damage to the system [10]. Shellcode has the advantage that it can be downloaded, extracted, 

and executed from malware automatically. Research conducted by [11] developed a "remote exploit" called 

ShellSwap. The system is able to minimize the problems of shellcode transplant, where one of them is the 

performance of shellcode transplant, which can only use 1 type of shellcode for continuous attacks. The 

proposed ShellSwap method is able to create 88% of the exploits used. In addition, a research conducted by [12] 

developed a method of preventing the activity of Shellcode called EAF guard driver. This method produces 

excellent prevention because it can prevent up to the "back row" of computers against shellcode. Then, a 

research conducted by [13] used supervised machine learning produces a good level of accuracy for malware 

detection with more efficient in memory usage.  

This study uses UNSW_NB15 dataset because the dataset contains data on the results of attacks 

using various types of attacks, one of which is Shellcode. A research conducted by [14] used correntropy 

variation techniques resulted in the accuracy rate of the technique in detecting Shellcode attacks of 65.76%. 

In addition, a study conducted by [15] used the beta mixture models (BMM-ADS) and outlier detection 

method to detect anomalies in the system. This research also used UNSW_NB15 dataset. The study showed 

that the BMM-ADS method has a higher detection rate and has a low false alarm rate. There is research 

conducted by [16] where they use the shellcode emulation method based on accuracy and performance 

values. They aim is to get a model that can identify important notifications that can provide information 

about security problems in the system automatically. The results of this study are the accuracy and 

performance levels obtained, which are approximately 60% of remote Shellcodes detected. 

We focus on binary classification of Shellcode attacks taken from the UNSW_NB15 dataset. This 

study applies binary classification because the dataset has 2 types, namely shellcode attack and non-shellcode 

attack. The type of machine learning used is supervised machine learning. The term machine learning refers 

to the automatic detection of meaningful patterns in data. In recent decades machine learning has become a 

common tool in almost all tasks that require extracting information from large data sets [17]. Machine 

learning allows computers to simulate human activities, identify, and gain knowledge from the real world to 

improve performance in completing some tasks that are difficult for humans to do [18]. Research conducted 

by [19] used several machine learning models to perform binary classification-based and multiclass 

classification. The results obtained from this research showed that binary-based classification produces 

accuracy values of 99.17% to 99.65%.  
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In addition, another binary classification method is the decision tree. Decision tree algorithms are 

commonly used to predict, but can also be used to classify existing data. Decision trees are shaped like trees, 

which have branches that contain data that represents comparisons. The branches that are inside the decision 

tree are referred to as nodes. Nodes have several types such as decision nodes or root nodes and leaf nodes [17]. 

Research was conducted by [20], in which the researcher used the decision tree model and K-nearest 

neighbors (KNN) to detect malware. The research used the UQ-NIDS-V2 data set. In the data set, there is a 

shellcode attack. The study results show that using the decision tree model cannot detect shellcode attacks. 

This can be seen from the precision, sensitivity, and F1 score, which is 0%. However, the accuracy value in 

detecting all types of malware is 98.78%. Then, shellcode detection is also not suitable for the KNN model. 

This can also be seen from the precision, sensitivity, and F1 Score, which is 0%. The accuracy value in 

detecting malware types is 98.16%. 

The next supervised machine learning algorithm is Naïve Bayes classifier which can only be used 

for classification [18]. But this algorithm is not recommended because it is not as accurate as other 

algorithmic models, although this type of algorithm is good for very large datasets and data dimensions. The 

decision tree is also a supervised machine learning algorithm, which is very fast in data processing, because it 

does not scale the data [18]. This algorithm model can be visualized as well as can be explained easily. The 

Naïve Bayes model is also used in a research conducted by [21] where in the study; the researchers used this 

model to predict the COVID-19 pandemic situation. The model is used to increase the accuracy value of 

predictions. Naive Bayes models have better performance compared to other models. Supervised machine 

learning is also used in a research conducted by [22] where in the research demonstrates the potential of 

supervised classification-based machine learning methods in improving network infrastructure security. The 

robust performance, accompanied by in-depth practical considerations, makes a significant contribution to 

the broader discussion on the utilization of advanced technologies for effective threat detection and 

infrastructure protection. 

In this research, we use three machine learning models, namely KNN, decision tree, and Naïve 

Bayes models that are able to perform binary-based classification. Then, the three models are experimented 

and accuracy, F1-score, precision, and recall values are calculated and analyzed. In the KNN and the decision 

tree models, two types of testing’s, i.e.: scaling data and fixed hyperparameter tuning on data are used. The 

scaling data or hyperparameter tuning are either, only used on the data or not used at all. As for the Naïve 

Bayes model varied training and testing data comparison are applied. 

 

 

2. METHOD 

This study investigates Shellcode attacks using binary classification to see the performance of KNN, 

decision tree and Naïve Bayes classifiers in detecting shellcode attacks. The data used in this study was taken 

from the UNSW_NB15 dataset, where there are many research works have already been carried out on the 

dataset with a type of shellcode attack. The rational behind the of use of the UNSW-NB15 dataset is because 

it has current, logical, and features data from each attack that can provide access to analyze each attack 

technique [23]. The steps to be carried out in this research are as follows. 

a) Create a new dataset by filtering the type of Shellcode and non-Shellcode attack from the dataset. 

b) Label the records by using labels 0 and 1, where label 0 is for non-Shellcode attacks and label 1 is for 

Shellcode attack types. 

c) Split the data for training dataset and testing dataset. 

d) Testing the data using KNN, decision tree, and Naïve Bayes models. 

e) Compare the KNN, decision tree and Naïve Bayes classifiers’ performances on detection accuracy of 

non-Shellcode attacks vs. Shellcode attack. 

f) Analyze the results that have been obtained from the experiment. 

 

2.1.  Preprocessing data 

Before we test the data, we first perform data preprocessing. After we got the CSV file of 

UNSW_NB15 dataset, we performed feature selection using the exploratory data analysis (EDA) method. 

Then, we created a new CSV file containing data with the selected features from the EDA method. After that, 

we scaled the data for some tests using StandardScaler. The resulted dataset t is ready for testing purpose. 

The flow of the data preprocessing is shown in Figure 1. 

 

2.2.  Research work workflow 

In the early steps of the study, the authors conducted a literature study to look for some previous 

researches that support this research. Then, several publicly available datasets are investigated for 

determining the most suitable dataset based on the requirement for the experiments. After a careful 

investigation, the UNSW_NB15 dataset is selected. Several important attributes of the traffic records in the 
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data set are then considered as features. We use EDA method to select the best features. Multiple csv files of 

the processed datasets are merged into one csv file. For some tests, we scaled the data using the 

StandardScaler method. Also, we use hyperparameter tuning for each machine learning model to get a good 

result from the tests. The data splitting for training and testing purpose are performed using machine learning 

libraries available in Python programming language. Next, experiments using KNN, decision tree and Naïve 

Bayes classifiers are carried out and the results are analyzed further. The workflow of the proposed method is 

illustrated in Figure 2. 

 

 

 
 

Figure 1. Preprocessing data process 

 

 

 
 

Figure 2. Research workflow 

 

 

2.3.  Feature selection from UNSW_NB15 dataset 

The UNSW_NB15 dataset has 49 features along with their respective functions. This feature was 

obtained from the results of previous studies, where researchers previously took the data using the Tcpdump 

application to see the traffic that occurred when the experiment was executed. In this study, the authors only 

took a few features that are suitable for the use in the experiments in order to get optimal results and meet the 

objective of this study. We use EDA method to obtain best features for our research. Table 1 provides a 

description of the selected features. 

 

 

Table 1. Feature descriptions of UNSW_NB15 dataset 
Number Feature Type Description 

1. Dur Float Record total duration 

2. Sbytes Integer Source to destination transaction bytes 

3. Dbytes Integer Destination to source transaction bytes 

4. Sload Float Source bits per second 

5. Smeanz Integer Mean of the flow packet size transmitted by the source 

6. Dmeanz Integer Mean of the flow packet size transmitted by the destination 

7. Stime Timestamp Record start time 

8. Sintpkt Float TCP connection setup time, the time between the SYN and the SYN_ACK packets 

9. Label Binary 0 for non-shellcode and 1 for shellcode records 
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2.4.  KNN classifier model 

The KNN method performs classification based on learning by analogy. The KNN algorithm can 

find patterns for the kth closest value. The k values are the k neighbors of the unknown sample value. The 

degree of "closeness" is described in terms of Euclidian distance. The Euclidian distance is the distance 

between 𝑋 = (𝑥1, 𝑥2, … , 𝑥𝑛) and 𝑌 = (𝑦1, 𝑦2, … , 𝑦𝑛), which will be written in (1) [24]. 
 

𝑑(𝑋, 𝑌) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1  (1) 

 

We first performed the resampling stage, using the oversampling method on the testing data. Then, 

we performed 4 different testings on the data. First is the testing with no data scaling and hyperparameter 

tuning. Second is the testing by scaling the data. Third, we conducted testing by performing hyperparameter 

tuning. The last is testing by scaling the data and hyperparameter tuning. Then, we use the KNN 

classification. We use a K value of 1 to 10 for testings that use hyperparameter tuning. We recorded the 

accuracy and F1 score values from each testing. In addition, we also take data on the K value that provides 

the best performance for testing that perform hyperparameter tuning. 
 

2.5.  Decision tree classifier model 

The algorithm, a type of supervised learning algorithm, is commonly used to solve classification 

problems, although it can also be applied to regression cases. The structure of this algorithm consists of 

internal nodes that represent the branch structure and data processing and leaf nodes that show the final result 

of the decision-making process. In a decision tree, there are two main types of nodes: decision nodes that are 

used to make decisions and have multiple branches, and leaf nodes that are the result of the decision nodes 

and have no further branches [25]. 

We first performed the resampling stage, using the oversampling method on the testing data. Then, we 

performed 4 different testings on the data. First is the testing with no data scaling and hyperparameter tuning. 

Second is the testing by scaling the data. Third, we conducted testing by performing hyperparameter tuning. The 

last is testing by scaling the data and hyperparameter tuning. Then, we use decision tree classifier. We use 2 

types of criterion, namely entropy and gini. We recorded the accuracy and F1 score values from each testing. 
 

2.6.  Naïve Bayes classifier model 

The Naive Bayes algorithm is derived from Bayes' theorem and has a strong mathematical 

foundation. It applies the Bayesian approach with the assumption that each attribute or feature is independent 

of each other. The working principle of the Naive Bayes classification algorithm is to determine the posterior 

probability by calculating it from the initial probability and then use that value to identify the most likely 

category based on the given data [26]. We first performed the resampling stage, using the oversampling 

method on the testing data. Then, we performed 4 different testings on the data. First is the testing with no 

data scaling and hyperparameter tuning. Second is the testing by scaling the data. Third, we conducted testing 

by performing hyperparameter tuning. The last is testing by scaling the data and hyperparameter tuning. 

Then, we use Naïve Bayes classifier. We use 2 types of Naive Bayes, namely Gaussian Naïve Bayes and 

Bernoulli Naïve Bayes. We recorded the accuracy and F1 score values for each testing. 
 

2.7.  Confusion matrix 

Confusion Matrix is a tool used to evaluate classification models and estimate the correct or 

incorrect objects. Confusion matrix table is shown in Table 2. Based on the confusion matrix in Table 2, 

calculating the accuracy value can be done using in (2). 
 

 

Table 2. Confusion matrix 

Classification 
Predicted class 

Shellcode Non-shellcode 

Shellcode True positive (TP) False negative (FN) 

Non-shellcode False positive (FP) True negative (TN) 

 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
) ∗ 100% (2) 

 
 

3. RESULTS AND DISCUSSIONS 

The experiments are conducted on a personal computer with the following specification: 8 GB RAM, 

Intel Core I5-8520U Processor, running on Windows 10 operating system. The classifiers are implemented on 

Google Colaboratory platform. The results are recorded and discussed in the following sections. 
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3.1.  Testing results 

Experiments results are obtained for the three classifier models. Each following section presents the 

accuracy of each classifier. The accuracy is measured for four scenarios for each classifier.  

 

3.1.1. K-nearest neighbors classification 

The experimental results using KNN classifier in term of accuracy are displayed in Figure 3. We got 

the accuracy value of each data treatment as follows. For testing that does not perform data scaling and 

hyperparameter tuning at Kp=2, the accuracy value obtained is 95.62%. As for the value of K=8, the 

resulting accuracy value is 95.75%. Furthermore, we get an accuracy value of 96.66% for testing that 

performs data scaling. The resulting accuracy value is 96.34% for testing that performs hyperparameter 

tuning at the value of K=6. Then, for testing that performs data scaling and hyperparameter tuning, the 

resulting accuracy value is 96.96%. 

 

 

 
 

Figure 3. Accuracy value of the KNN classification results 

 

 

3.1.2. Decision tree classification 

The experimental results using decision tree classifier are displayed in Figure 4. Based on the figure, 

the accuracy value produced by the decision tree classifier is quite good. Testing that does not perform data 

scaling and hyperparameter tuning, and testing that perform data scaling produce same accuracy of 97.18%. 

Then, for testing that performs hyperparameter tuning, the accuracy is 97.21%. The last testing that performs 

data scaling and hyperparameter tuning produces an accuracy of 97.19%. 

 

 

 
 

Figure 4. Accuracy value of the decision tree classifier results 

 

 

3.1.3. Naïve Bayes classification 

The experimental results using Naïve Bayes classifier is displayed in Figure 5. Based on the results 

shown in the figure, it can be seen that the best accuracy value is produced in the testing that performs data 

scaling and hyperparameter tuning on Bernoulli Naïve Bayes, where the resulting accuracy value is 69.34%. 

This value is also the same as the testing that performs data scaling on Bernoulli Naïve Bayes. The lowest 

accuracy value produced is 50.79%, obtained in testing that does not perform data scaling nor 

hyperparameter tuning on Bernoulli Naïve Bayes and perform hyperparameter tuning only on Bernoulli 
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Naïve Bayes. As for the accuracy value produced by Gaussian Naïve Bayes, testing that does not perform 

data scaling or hyperparameter tuning and testing that performs data scaling produce an accuracy value of 

52.94%. For testing that performs data scaling and hyperparameter tuning, the accuracy value is 56.71%. 

Then, the accuracy value produced by testing that performs hyperparameter tuning is 63.13%. 

 

 

 
 

Figure 5. Accuracy value of the Naïve Bayes classification results 

 

 

3.2.  Discussions 

From Table 3, the KNN and decision tree classifiers achieved the best performance. Nevertheless, 

the overall performance of the KNN classifier in Shellcode attacks classification is not good enough. This is 

due to the characteristics of the KNN classifier which is resistant (robust) to changes in data that are very 

extreme (outliers) where the data used for testing has significant data changes. However, this classifier is not 

optimal for large enough data. Although this classifier is resistant to large data changes, if the data changes 

are too large, it will be a drawback. So, there is a limit to data changes in the KNN classifier. As for the 

decision tree classifier, it also provides relatively good performance in Shellcode classification. The good 

achievement is also influenced by the advantages of decision tree models that are not sensitive to significant 

data changes (outliers). In addition, the decision tree model has a fairly good accuracy value in classifying 

and predicting data. The Naïve Bayes classifier also provides good performance in classifying and predicting 

during the testing experiments. However, this classifier is not good enough in the Shellcode attacks 

classification, not even recommended. This recommendation is influenced by the characteristics of the 

classifier which has limited performance for complex data. In addition, this model is also quite sensitive to 

the features used. Then, visualization of the classification data used in the experiments showed that the three 

machine learning-based classifier models performed relatively very well in detecting positive instances 

compared to negative ones. 
 

 

Table 3. Accuracy and F1-Score values from all machine learning 
Method Variation Accuracy (%) F1-score (%) 

KNN K=2 95.62 95.58 

 K=8 95.75 95.83 

 Scalling data 96.66 96.69 

 Hyperparameter tuning 96.34 96.38 

 Scalling data+hyperparameter tuning 96.96 96.98 

    

Decision tree Default 97.18 97.18 

 Scaling data 97.18 97.18 

 Hyperparameter tuning 97.21 97.21 

 Scaling data+hyperparameter tuning 97.19 97.19 

    

Naïve Bayes Default (Bernoulli) 50.79 67.08 

 Hyperparameter tuning (Bernoulli) 50.79 67.08 

 Default (gaussian) 52.94 67.89 

 Scalling data (gaussian) 52.94 67.89 

 Scalling data+hyperparameter tuning (gaussian) 56.71 31.12 

 Hyperparameter tuning (gaussian) 63.13 50.22 

 Scalling data (Bernoulli) 63.94 50.62 

 Scalling data+hyperparameter tuning (Bernoulli) 69.34 50.62 
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4. CONCLUSION 

This study has investigated binary classification-based machine learning models, i.e.: KNN, decision 

tree and Naïve Bayes on Shellcode attacks classification. Overall, the three classifiers performed well in the 

classification task. The decision tree classifier achieved the best accuracy level of 97.21%. However, the 

accuracy values of the KNN and Naïve Bayes methods also do not show disappointing results. This result 

indicates that binary classification-based classifiers can classify shellcode attacks taken from the 

UNSW_NB15 data set. The results of this research are expected to provide insight into the use of machine 

learning models in detecting or classifying malwares or other types of cyber attacks. Future works may 

explore another method of preprocessing and/or classify with multiclass classification to detect and classify 

types of cyber attacks, specifically Shellcode Attack. Moreover, the types of attacks can be more varied and 

not limited to the dataset used in this study. 
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