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ABSTRACT

Natural language processing (NLP) helps computational linguists to understand,
process, and extract information from natural languages. Linguist Panini signi-
fies ’information coding’ in a language and explains that Karakas are semantico-
syntactic relations between nouns and verbs that resemble participant roles of
modern case grammar. Computational grammar maps vibhakti (inflections) of
nominals and verbs to their participant roles. Karaka’s theory extracts semantic
roles in the sentences which act as intermediate steps for various NLP tasks. The
survey shows that NLP seeks to bridge the gap for man-machine interaction. The
work presents the impact of machine learning on natural language processing
with changing trends from traditional to modern scenarios with Panini’s classifi-
cation scheme for semantic computing facilitating machine understanding. The
study presents the significance of Karaka for semantic computing, methodolo-
gies for extracting semantic roles, and analysis of various deep learning-based
language processing systems for applications like question answering. The sur-
vey covered around 50 research articles and 21 Karaka-based NLP systems per-
forming multiple tasks like machine translation, question-answering systems,
and text summaries using machine learning tools and frameworks. The work
includes surveys from renowned journals, books, and relevant conferences, as
well as descriptions of the latest trends and technologies in the machine learning
domain.
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1. INTRODUCTION
Artificial intelligence (AI) inculcates human abilities into machines by allowing learning through ex-

perience and adjusting to new inputs. Examples include computers playing cards, and digital assistants like
Siri [1]. Computers are trained using AI technologies including machine learning, natural language processing
(NLP), and computer vision to accomplish specific tasks [2]. Machines are trained through machine learn-
ing algorithms using data analysis and available patterns with minimal human interventions. Computers can
communicate with humans in their language, through reading, identifying and classifying text, hearing and
interpreting speech, and measuring sentiments using NLP techniques. Computer vision trains computers to
analyze and understand the visual world by accurately identifying, and classifying objects, recognizing faces,
processing live actions of a football game, and surpassing human visual abilities in many areas. Free multi-
lingual machine translators developed by Google and Alexa developed by Amazon are prominent examples. AI
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technologies have transformed communication technology by shifting the data-driven paradigm to intelligence-
driven endeavors. NLP helps machines to understand human language and behave as intelligently as humans by
amalgamation of linguistics and computer science disciplines [3]. NLP analyzes different aspects of language
like syntax, semantics, pragmatics, and morphology to transform linguistic knowledge into production-based
algorithms for problem solution [4], [5]. Tasks include translation, relationship extraction, speech recognition,
named-entity recognition, topic segmentation, sentiment analysis, Chatbots, and text Summarization. NLP
tasks are performed in a sequence using a corpus and framework. A framework defines learning models us-
ing components that automatically understand, code, compute gradients, and perform parallel processing for
optimized performance [6].

Basic approaches to NLP are distributional-based, frame-based, model-theoretical-based, and interactive-
based learning [7]. Distributional-based approaches use statistical concepts focused on mathematical analysis
of the content, including tasks like part-of-speech tagging, dependency parsing, and semantic relationships.
Frame-based approaches consider frames as the standard for representing concepts. Model-theoretical-based
approaches are semantic methods where the model defines the idea related to the concept and meaning of the
sentence. Interactive learning approaches consider pragmatic concepts. Table 1 shows a list of designed lan-
guage processing systems like sentiment analyzer, part of speech tagger, and emotion detection system through
NLP methods and approaches. Understanding natural language has three stages of development: the rationalist
stage, the empirical stage, and the deep learning stage.

Table 1. Langauge processing systems with NLP methods
S No NLP systems NLP methods with approaches

1 Sentiment analyser [8] Topic as features (distributional approach)
2 Parts of speech taggers [9] Rule based methods (distributional approach)
3 Chunking [10], [11] Log-linear method/multi-label classification
4 Named entity recognition system [12], [13] Statistical methods (distributional approach)
5 Emotion detection system [14] Conditional random field method (model-theoretical approach)
6 Semantic role labelling system [15] Semantic representation (frame-based-approach)
7 Event discovery system [16] Latent semantic method (distributional approach)

The rationalist stage focuses on implementing Chomsky’s rules for inducing reasoning and knowl-
edge into NLP systems like ELIZA, and MARGIE. The empirical stage focused on implementing generalized
concepts in machines through pattern recognition and generative models like HMM and IBM translation mod-
els. The current deep learning stage focuses on implementing a layered model to perform end-to-end learning
for feature extraction. Dense representations of words, sentences, paragraphs, and documents are learned to
capture both syntactic and semantic features. The numbers in word vector representation show the closeness of
the encoded meaning with the specified concept [17]. NLP applications are hard and challenging as program-
ming languages like Java and Python are required for man-machine interaction. These programming languages
are structured and unambiguous while human languages are ambiguous as well as region adaptive [18]. The
most difficult part of training computers using programming languages is handling lexical, referential, and
syntax-level ambiguity with synonyms and hypernyms.

Semantic computing concentrates on understanding the meaning, interpretation, and relationships be-
tween words, phrases, and sentences through the grammar of a language to bridge the gap between people
and computers [19]. It composes information based on meaning and vocabulary by implementing computing
technologies (like artificial intelligence) through NLP, knowledge engineering, software engineering, and com-
puter networks to extract, transform, and synthesize the content [20]–[22]. The key components of semantic
analysis are lexical semantics, syntax word embedding, and vector space models. The study investigates the
effect of deep learning for NLP which has achieved new benchmarks through distributed representation and se-
mantic generalization of words. Contextual word embeddings in different contexts show different real-valued
vector representations for the same word from a corpus [23], [24]. Word embedding of textual data is obtained
using the embedding layer of Keras deep learning framework, Word2Vec or GloVe model, and bidirectional
encoder representations from transformers (BERT) language model [25], [26]. Pre-trained embeddings have
shown remarkable improvement in NLP tasks like speech recognition, syntactic parsing, text understanding
and summarization, and question-answering systems [27]–[29].

Challenges in NLP: Despite major success in various NLP tasks like language modeling and machine
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translation, deep learning methods persist in lack of interpretability to interpret inter-sentential relations. More
work is required in neural-symbolic representation of human knowledge [30]. Deficiency of knowledge, in-
terpretability of models, and requirement of large datasets are the major challenges for NLP through deep
learning. Reinforcement learning with inference, and knowledge-base lead to new learning paradigms [31].
Pragmatic interpretation is still an open area of research [32]. Word sense disambiguation, structural ambigu-
ity, and co-reference resolution are challenges due to ambiguity and polysemy. Idiomatic expressions require
contextual or cultural understanding. Lack of domain-specific knowledge misinterprets sentential relationships
because different regions include unique terms and jargon that are unfamiliar to generalized language process-
ing systems.

Research gaps in this paper include:
− Challenge is to develop a universal approach, large language model (LLM) based on Karak relations for

mainstream Sanskrit, Hindi, and English language for NLP tasks like summarization, and translation.
− LLM suffers from hallucination which can be resolved through exact topic extraction techniques using

semantic processing.
− The wide scope of research is open for multi-modal LLMs that combine text processing with audio, image,

and video.
Work outline in this paper is brings together researchers from disciplines such as NLP, multimedia

semantics, semantic Web, and pattern recognition to provide a single source for presenting the state of the
technology to breakthroughs on the horizon. The introduction covers the history and development of machine
learning’s relevance to natural language processing with challenges to the field. Section 2 covers the back-
ground for NLP in semantic processing with the significance of Karak theory. The next section explains the
methods followed with results and discussion. The last section summarizes the work with guidelines for future
directions.

2. BACKGROUND: COMPONENTS OF A LANGUAGE
Linguistics considers language as a group of arbitrary vocal signs, governed by innate and universal

rules (grammar) of the language. Grammar has two types: descriptive and Perspective grammar. Descriptive
grammar defines a set of rules to formulate the speaker’s grammar. Perspective grammar focuses on correctness
in the language. A grammatical category is a class of units or features of a language indicating number, gender,
degree, person, case, definiteness or indefiniteness, tense, aspect, mood, and agreement. Number is related
to singular or plural concepts while gender is expressed by variation in personal pronouns or third person.
Examples of grammatical genders are he, she, it (singular), I, we, and you (first and second form), and they
(third person plural either common/neuter gender). Case shows the relationship of the noun phrase with verb
and other noun phrases in a sentence like nominative case, genitive case, objective case, etc, and degree is shown
by adjectives and adverbs. Tense grammatical category represents a time of an action and aspect defines a view
of an event which can be perspective or imperative. Mood shows the speaker’s attitude towards what he or she
is talking about. Representing grammar (of a language) as mathematical expression is an intractable problem.
Semantic networks, first-order logic, frames, and production systems are used for knowledge representation.
Semantic networks describe the relation between an object and a class. Prolog programming language is based
on a subset of first-order logic which is a declarative language for writing logic statements and proofs. The
knowledge is converted into modular chunks using a frame-base approach while rules specifying patterns and
actions are specified through a production system-based approach.

2.1. Karak theory
In linguistics, semantic analysis represents syntactic structures (words and phrases) with their language-

independent meaning [33]. Linguist Panini defined a Karak-based approach for text and speech processing. He
defined knowledge representation methodologies in his book ‘Asthadhayayi’ which are equivalent to current AI
systems including meta-rules for coding AI software [34]. He developed a framework for universal grammar
that can be applied to any natural language [35]–[37]. The framework is based on the concept of karma and
morphosyntactic structures to extract semantic roles in a sentence. A semantic role describes the relation of
a syntactic constituent (noun phrase) with a predicate (the verb or action) as an agent, patient, and instrument
[38]. Paninian grammar processes sentences at four levels namely surface level (uttered sentence), bhakti level,
Karaka level, and semantic level. Karakas specify relations between nominal and verbal root [39]. Following
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are the six Karakas specified by Panini according to their participation with the verb in a sentence: i) Karta:
describes action of verb; ii) Karam: desired by the Karta Karak (subject); iii) Karana: act as instrument of the
action performed by Karta; iv) Sampradaan: act as recipient of an action; v) Apaadaan: express detachment or
comparision from a source; and vi) Adhikarana: describe place of action.

The Karaka-based approach is a template-based generation system which answer Karak-based ques-
tions with relevance to the case of noun phrases in the sentence. A noun or pronoun exists in eight forms
in a sentence and therefore causes eight types of cases. Seven forms of vibhakti are nominative, accusative,
instrument, dative, locative, gentive, and vocative [40]. Karaka relations are semantic-syntactic relations where
Karta Karak acts as a nominative case, Karam Karak as an objective/accusative case, Karan Karak as an in-
strument, Sampradaan as a dative case, Apadan as an Ablative case and Sambandh is genetive/possessive case.
Adhikaran Karak act as a locative case and Sambodhan as a vocative case [41]. Case is a property shared by
all the languages of the world [42].

2.2. Methods of semantic processing
Semantic processing focuses on words to determine their significance in a phrase or a sentence [43].

Similarity measures are used to find the relevancy between the words [44]. Semantic processing methods
decode the meaning within the text. The process starts with preprocessing and lexical analysis followed by
parsing and syntactic analysis, semantic frame identification, and establishing mathematical representation of
words through vector space models/embedding layers. Based on the required application suitable semantic
analysis method is selected to extract the features. Finally, the system is evaluated for improving the per-
formance using techniques such as semantic feature analysis, latent semantic analysis, and semantic content
analysis [45].

− Semantic feature analysis emphasizes the representation of word features through feature selection (part
of speech (POS) and morphological features), determining weights (through term frequency, inverse-term
frequency, normalized term frequency, and global term weighting), and similarity measurement(through
cosine/Jaccard similarity and euclidean distance).

− Latent semantic analysis captures the relationship of words with their context using statistical methods like
reducing dimensionality and comparing semantic similarity. It is the mathematical method for extracting
the meaning of words. The mathematics is to obtain parameters of any X rectangular tXp matrix of (r rank)
terms and passage through decomposition into three matrices using singular value decomposition using (1).

X = TSPT (1)

where T is txr matrix with orthonormal columns, P is pxr matrix with orthonormal columns and S is r x r
diagonal matrix with sorted entries in descending order [46].

− Semantic content analysis identifies relationships between words and phrases using dependency parsing
(graph-based parsing), thematic roles and case roles (reveals relationships between actions, participants,
and objects), and identification of semantic frame.

3. LITERATURE REVIEW
Anusaarka, a language translation system based on paninian theory uses an interlingua-based ap-

proach which is an intermediate representation defined by verb, noun, and Karaka relations [47]–[49]. A
rule-based Hindi lemmatizer that generates the rules for extracting suffixes from the given word [50], [51].
The government of India proposed a supervised learning-based Bengali root word extraction system using
Paninian grammatical rules under the TDIL project [52]. Opinion classification system for Odia language us-
ing syntactic-semantic concept [53]. A list of dependency relations was prepared based on Panini’s grammar
which shows that relations represent well-defined semantics for extraction from the surface form of the word
without any linguistic information [54]. Designed a paninian framework-based case marker error-resolver for
Indian languages [55]. A Marathi Treebank was also designed based on Karak theory using Marathi corpus
[56]. Natural language interface for databases was designed to process user queries(including logical operators,
relational operators, and joining of tables for the Hindi language) by converting them into equivalent standard
structured query language (SQL) query through computational Paninian grammatical framework [57]. De-
signed a constraint-based Parser for the Nepali language using Karak theory [58].
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Table 2 summarizes Karak-based language processing systems performing machine translation tasks
for Hindi, Sanskrit, and Malayalam languages, parsing of languages, and question-answering systems. The de-
scription includes their functioning, used methodology, datasets or corpus as well as evaluation results. These
systems use definite words or sentences from specific corpus or datasets which are trained with features ob-
tained from semantic processing. The systems are evaluated using precision and recall F-measure. All systems
attained almost 75 to 95 percent accuracy in results.

Table 2. Karka-based language processing systems
S No. System name Description Language Method Accuracy Corpus/Dataset
1 Anusaarka A language trans-

lation system
Kannada to
Hindi, marathi,
Bengali, and
Telugu

Interlingua based
method

92% approx. 30,000 words from
Kannada dictionary
and other language
dictionaries

2 Hindi Lem-
matizer [59]

Extracts suffixes
from the root
word

Hindi Paradigm based
method

0.89 2,500 words for
Hindi dictionary

3 Root word
extraction
system

Extracts Bengali
root word

Bengali Rule based method 0.99 10,000 different in-
flected words from
Bengali dictionary

4 Opinion
classification
system [60]

Classifies opinion
of reviewers

Bengali Topic based ap-
proach

0.7 Bengali newspa-
per available at
http://www.ananda
bazar.com/

5 Dependency-
relations
identification
system [61]

lists dependency
relations

Sanskrit Production-based
system

0.9 Bhagvat-Gita

6 Case-
marker-
errors iden-
tification
system [62]

Identifies case
marker errors for
Indian languages
committed by
google machine
translators

English to Urdu
translation

Karak-vibhakti
based dependency
framework

Machine trans-
lation neural
based 32% ac-
curate and 21%
phrase-based

500 English sen-
tences

7 Sanskrit
Karak ana-
lyzer [13]

Takes unicode
Devnagri text and
returns Karak
analyzed text

Sanskrit Rule based ap-
proach

84% accurate 31 Karaka, 72 vib-
hakti from sanskrit
dictionary

8 Pilagiarism
detection
system [63]

Plagiarism detec-
tion system based
on paninian
framework

Malayalam Machine learning
approach

Online Malayalam
newspapers

9 Verbframator
[64]

Extracts verb
frames for the
given sentences

Marathi Karaka based ma-
chine learning

Generate verb
frames but
require some
human inter-
vention

40,000 Marathi
verbs from Word-
Net (subset of
Indo-WordNet)

10 Question-
answering
system [65]

Generates ques-
tions in Hindi
language

Hindi Karak-based ma-
chine learning

5 pt Likert
scale: 3.019,
3,336 syntactic
and semantic
mean

30 sentences from
Hindi corpus

11 Question an-
swering sys-
tem [66]

Generate answers
by comparing
vibhakthi and
POS tags of
question words

Malayalam Vibhathi and POS
tagging based ap-
proach

Generate word
level answers

Malayalam corpus

12 Semantic
tagger and
Karaka ana-
lyzer [51]

Perform tagging
and identify
Karaka

Hindi rule-based ap-
proach

84% precise Hindi corpus
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Table 2. Karka-based language processing systems (Continued)
S No. System name Description Language Method Accuracy Corpus/Dataset
13 Text Cluster-

ing for a doc-
ument [67]

Generate mean-
ingful labels of
the clusters

Punjabi Karaka based ma-
chine learning ap-
proach

95% precise Punjabi corpus

14 Generate se-
mantic roles
[68], [69]

Generic labels for
the tokens of text

Malayalam Karaka based ma-
chine learning ap-
proach

Malayalam corpus

15 Karakacross:
sentiment
analysis [70]

Extract senti-
ments related
semantic roles

Different lan-
guages

Sentiment extrac-
tion using Karaka
theory

Multi-lingual
datasets

16 Text summa-
rization sys-
tem [71]

Perform single-
document sum-
marization

Malayalam SRL based on
Karaka theory

80 % precise Online Malayalam
repository

17 Cross-
lingual study
based on
Karaka [72]

Impact of
Karakas on
congition

Sanskrit,
Marathi, Kanada,
and Telugu

Karaka based ma-
chine learning sys-
tem

Karta and
Karma mapped
accurately

Sanskrit and
Marathi language
corpus

18 Case ana-
lyzer system
[73]

Extract cases of
Eastern Indo-
Aryan languages

7 Indo-Aryan lan-
guages

Tradition and
modern approach
to study cognitive
framework

80% accurate
language-
specific case
relations

Corpus of Indo-
Aryan languages

19 Question an-
swering sys-
tem [74]

Extraction
of similarity
features for
classification in
question answer
(QA) selection

Hindi Karaka based ma-
chine learning ap-
proach

Proper ex-
traction of
Karaka reduce
needs role of
pre-trained

Hindi corpus

20 Text summa-
rization sys-
tem [75]

Extractive sum-
marization of a
document

Malayalam Machine learning
based on Karaka
theory

66% precise
and 65% effi-
cient in recall

Malayalam corpus

21 Question an-
swering sys-
tem [76]

Retrieval of an-
swers for ques-
tion answering

Hindi and
Marathi

QA based on
Karaka theory for
Indic languages

80%, 60% pre-
cise for Hindi
and marathi
language

Hindi and Marathi
corpus

4. METHOD
This review research on Karak-based multi-lingual language processing systems is relevant to answer

questions related to the semantic interpretation of a language. Systematic literature review (SLR) has three
parts: planning, construction, and reporting phase. The planning phase focuses on the need for a review
accompanied by research questions. The construction phase selects primary studies and extracts data from
those studies and the final stage disseminates results. The work explains the effectiveness of NLP in semantics
to facilitate high-level programming languages (Prolog and Python) for computers.

5. RESULTS AND DISCUSSION
5.1. Results: Karak-based semantic rules in modern generative grammar

Karaka’s theory is syntactic to the semantic formalization of language aspects. Case grammar de-
scribed by fillmore regenerated the Paninian proposal in a modern linguistic context. He hypothesized human
equivalent universal concepts for making judgments about the events or actions using the following answers to
raised 5W (who/what/when/where/why) based questions [77], [78].
− Who is the initiator of the action?: Agent
− What is involved in the action?: Instrument (involved object)
− Who emphasis on the effect of the action?: Dative
− What is the result of the action?: Factitive (object)
− When and Where the event (or action) is oriented?: Locative
− Why the things are affected by the action?: Objective

Paninian-based Karak specifies answers to the questions for semantic interpretation of any natural

Int J Inf & Commun Technol, Vol. 14, No. 1, April 2025: 1–10



Int J Inf & Commun Technol ISSN: 2252-8776 ❒ 7

language. Lexical, morphological, and syntactic features describe any language [79]. Lexico-syntactic fea-
tures include POS tagging, morphological tagging includes root word, gender, number, person, and case, and
syntactic features include head noun, chunk label, and dependency relation. Semantic role labeling is a se-
mantic parsing technique widely used in question-answering systems or information extraction systems that
assign semantic roles to syntactic constituents (arguments of predicate in a sentence). Karakas explained pars-
ing Indian languages and creating Treebank for Hindi [80]. The Treebank dataset contains around four mil-
lion annotated words divided into different annotations like parts-of-speech, syntactic, and semantic skeletons
[81]. Sanchay is a free linguistic annotation tool for Indian languages published in a list of programs as part
of education. Dependency-based formalism is incorporated for morphologically rich languages efforts have
been incorporated for dependency-based formalism [82], [83]. Hyderabad dependency treebank (HyDT) for
Hindi uses Karak relations to capture local semantics and labels relevant to the verb through dependency-based
approach [84], [85].

5.2. Discussion: method of information coding in a language
Language has grammar (rules) for combining the words [86]. Languages use parsing to code the

information. Semantic analysis helps in encoding the relations in a sentence. Grammar decides how the
relations are coded in the language. Information can be summarized by answering 5W questions like who, what,
when, where, and why. In machine translation, a given source is translated into the target language through 5Ws
comprehensive [87]. Answering 5Ws generates domain-independent generic semantic roles. Paninian grammar
signifies the minute observations regarding information coding in a language. Panini signifies information
coding’ in a language by answering three questions: where, which and how. Three aspects of questioning for
extracting information coding in a language are: Where the information is coded? Which relations are coded
in the sentence? And How the relations are coded?

A word can be tagged as nominal/verbal form according to the grammar. Tense and person morpho-
logically inflect the word in a sentence. Each sentence is represented using alphabet letters and one sentence
can be defined in terms of another exactly like the production rules of a Chomsky grammar [88]. Surface level
(uttered sentence), vibhakti level, Karaka level, and semantic level are the four levels of text processing using
the Paninian framework.

6. CONCLUSION
The paper presents a survey on paninian framework-based (Karak theory-based) language process-

ing systems. It deals with a syntactico-semantic aspect of linguistics and the development stages of machine
learning for NLP. The study suggests that syntactic-semantic concepts (semantic role labeling) have been lever-
aged through recent trends in machine learning algorithms and may benefit as a new paradigm of language-
independent processing. The study explored a comprehensive work on the Paninian aspect of language pro-
cessing with the latest trends in deep learning. However, in-depth studies are needed to get linguistic insights
especially to understand speaker and listener communication. Researchers who want to utilize NLP for various
purposes in their field can understand the overall technical status and the main technologies of NLP through
this paper. Our study demonstrates that Karaka theory retains linguistic insights, which are more resilient than
other semantic methods. The investigation opens a wide scope of research to unfold deeper linguistic aspects
with feasible ways of unfolding cognition of Karaka in real-life man-machine interaction.
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