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 People with symptoms like diabetes, high BP, and high cholesterol are at an 

increased risk for heart disease and stroke as they get older. To mitigate this 

threat, predictive fashions leveraging machine learning (ML) and artificial 

intelligence (AI) have emerged as a precious gear; however, heart disease 

prediction is a complicated task, and diagnosis outcomes are hardly ever 

accurate. Currently, the existing ML tech says it is necessary to have data in 

certain centralized locations to detect heart disease, as data can be found 

centrally and is easily accessible. This review introduces federated learning 

(FL) to answer data privacy challenges in heart disease prediction. FL, a 

collaborative technique pioneered by Google, trains algorithms across 

independent sessions using local datasets. This paper investigates recent ML 

methods and databases for predicting cardiovascular disease (heart attack). 

Previous research explores algorithms like region-based convolutional 

neural network (RCNN), convolutional neural network (CNN), and 

federated logistic regressions (FLRs) for heart and other disease prediction. 

FL allows the training of a collaborative model while keeping patient info 

spread out among various sites, ensuring privacy and security. This paper 

explores the efficacy of FL, a collaborative technique, in enhancing the 

accuracy of cardiovascular disease (CVD) prediction models while 

preserving data privacy across distributed datasets. 

Keywords: 

Disease prediction 

Distributed training 

Federated learning 

Heart disease 

Machine learning 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Surender Reddy Salkuti 

Department of Railroad and Electrical Engineering, Woosong University 

Jayang-Dong, Dong-Gu, Daejeon - 34606, Republic of Korea 

Email: surender@wsu.ac.kr 

 

 

1. INTRODUCTION 

A heart attack is a scientific urgency wherein the patient’s coronary heart muscle starts to die as the 

blood flow to a section of the heart is obstructed, it results in damage or death of the heart muscle tissue.  

A blockage inside the arteries that supply blood to your heart commonly causes this. If a medical practitioner 

is not able to repair blood flow as soon as possible, a coronary heart attack can cause permanent heart damage 

which results in the death of the patient. A myocardial infarction is a hazardous circumstance that takes place 

due to the fact you don’t have sufficient blood flow to a number of your heart muscles. It’s expected around 2 

hundred million humans are living with coronary heart disease. Globally around a hundred and ten million guys 

and eighty million ladies have coronary heart disease. The present-day occurrence of diabetes mellitus is 463 

million, equal to 9.3% of the world population. The international pandemic of diabetes is predicted to elevate 

this figure to 578 million (10.2%) through the year 2030 and seven hundred million (10.9%) through 2045. 

https://creativecommons.org/licenses/by-sa/4.0/
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Federated learning (FL) can play a significant role in addressing challenges associated with coronary 

heart attacks (myocardial infarction) and diabetes mellitus (DM) through leveraging collaborative records 

sharing at the same time as preserving privacy and security. Here’s how FL may be useful in those contexts: 

− Privacy-preserving model training: FL permits the training of the machine learning (ML) models 

throughout decentralized records sources (together with medical statistics from different healthcare 

providers) without sharing raw records. This is important for preserving patient privacy, as sensitive 

health information like cardiac health records and diabetes status can remain localized [1]. 

− Improved model generalization: by leveraging numerous records from various sources (reflecting 

special demographics, genetic backgrounds, and medical histories), FL can assist develop extra sturdy 

and generalizable models for predicting and preventing coronary heart attacks and diabetes 

complications. 

− Personalized medicine: FL permits the improvement of personalized predictive models for assessing 

individual dangers of coronary heart attacks or diabetes-associated complications primarily based totally 

on diverse patient records. This can result in extra-centered interventions and remedy strategies [2]. 

− Real-time monitoring and alerts: FL models can be constantly updated and refined through the usage of 

real-time records from a couple of assets, permitting faster detection of early warning signs related to 

coronary heart attacks or diabetes exacerbations. This can facilitate timely interventions and preventive 

measures. 

− Scaling and collaboration: given the worldwide incidence of those conditions, FL provides a scalable 

method for collaboration throughout institutions, regions, and countries. This collective attempt can 

result in a higher understanding of sickness patterns, risk factors, and powerful control strategies. 

− Integration with wearable devices and internet of things (IoT): FL can combine records from wearable 

devices and IoT devices used for non-stop fitness monitoring. This complete records aggregation can 

enhance predictive models for figuring out pre-coronary heart attack signs and symptoms or diabetic 

complications. 

A diabetic person has a higher risk of having a coronary heart attack because of attributes like 

insulin resistance and chronic excessive blood sugar levels this is why it's far essential that ailments like 

diabetes, blood pressure, and cholesterol degree are defined before and given more attention as they have got 

better probabilities of hazard. Sharma and Sharma [1] highlights the use of FL to deal with data privacy in 

heart disease prediction, accomplishing comparable accuracy to centralized models, and indicates future 

exploration of transfer learning for stronger predictive performance. Bharathi et al. [2] examines leveraging 

FL for coronary artery disease prediction using federated logistic regression (FLR) and federated support 

vector machine (SVM) and also states that it ensures data privacy, reaching as much as 95.8% accuracy, for 

FLR centralized models, through local statistics aggregation. Hayyolalam et al. [3] discusses the use of edge 

computing and a hybrid ML technique with black widow optimization for heart disease prediction, attaining 

90.11% accuracy, and suggests future integration with FL. Sharma and Sharma [4] examines FL for heart 

disease detection, reaching 94.99% accuracy with a convolutional neural network (CNN) model, 

emphasizing privacy protection, and suggesting future exploration of different ML and deep learning (DL) 

techniques. Yuan et al. [5] explores a virtual twin-assisted FL protocol for disease prediction, which will 

improve performance as well as accuracy. Future studies aim to optimize transfer learning for improved 

medical image recognition. Dolo et al. [6] examines the A model for predicting diabetes using differentially 

private stochastic gradient descent federated averaging (DPSGDFedAvg), reaching 60-70% accuracy at the 

same time as making sure statistics is private. Future research objectives are to enhance model accuracy and 

privacy. Khan et al. [7] uses FL for disease prediction in unprecedented areas using chest X-rays, achieving a 

2% efficiency improvement and an area under the curve (AUC) of 77.91, while preserving patient privacy. 

Future research will broaden scan types and enhance dataset diversity. Nandhini et al. [8] investigates FL for 

chronic kidney disease prediction, highlighting improved accuracy and efficiency through image processing and 

decentralized data training. Future research aims to enhance prediction by refining algorithm performance and 

addressing age-related disease progression. 

This paper presents a comprehensive and critical overview of the current state of research in this 

area and also categorizes research based on different approaches, such as types of FL algorithms used, 

privacy-preserving techniques, and specific applications in heart disease prediction. The paper also identifies 

the research gaps and limitations. The overview assesses the impact of federated learning on coronary heart 

disease prediction and overall healthcare practices, highlighting case research and practical implementations. 
 

 

2. WORKING 

ML approaches commonly require centralizing the training data into a common store and it is 

depicted in Figure 1. The limitation of this centralized data is the communication exchange between the 
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server and the client as it could be time-consuming and hurt user experience due to network latency, battery 

life, and connectivity. FL (collaborative learning) is a sub-field of ML and is a decentralized approach to 

training the ML models where user data is never transmitted to a central server. 

 

 

 
 

Figure 1. Centralized system 

 

 

Start with distributing the model from the server to the client but deployment to every client must be 

strategic to avoid interruptions in user experience. Hence our primary task is to identify the clients that are 

available and plugged in, and not in active use. Additionally, discover which ones are suitable and possess 

sufficient data, as not all clients may meet this criterion. Once suitable devices (user1, user2, and user3) are 

identified model can be deployed. Each client then independently trains its model locally using their own 

data at their end (locally) generating a new model locally, which is further sent to the server. The point here 

is the data used to train the model remains on respective devices and is not transmitted. Only the model 

parameters, such as weights (w1, w2, and w3), and biases, are sent to the server. The server processes all the 

locally trained models and then performs aggregation, effectively creating a new model. To know if this 

process is making a good meaningful model by doing the process repeatedly and with every round, the 

combined model gets a little bit better with the help of data gained from all the clients. For additional security 

in FL, we can use the concept of secure aggregation, where the server pairs up devices with each other in a 

buddy system. The federated system is depicted in Figure 2. 

Organizations like hospitals can also be regarded as remote or local devices that include a large 

number of patient data for predictive healthcare [9], [10]. However, hospitals perform under strict privacy 

practices and might face legal, administrative, or moral constraints that require data to remain local. FL is a 

promising answer for these applications, as it may reduce pressure on the network and allow private learning 

among numerous corporations. We found that compared to other methodologies used for disease prediction 

federated learning gives better result whether it is about privacy, security management or better result and 

performance, FL techniques ace them all.  

As FL simplifies everything it also has certain limitations, one of them is the problem formulation. 

The typical FL problem involves studying as well as developing a single, global statistical model using data 

stored on tens to probably hundreds of thousands of remote devices. In particular, the aim is usually to 

minimize the subsequent objective function: 

 
𝑚𝑖𝑛

𝜔
  𝐹(𝜔),   𝑤ℎ𝑒𝑟𝑒 𝐹(𝜔) =  ∑ 𝑃𝑘𝐹𝑘(𝜔)𝑚

𝑘=1      (1) 

 

where m represents the total number of devices, 𝐹𝑘 denotes local objective function for the kth device, and 𝑃𝑘 

indicates the relative impact of each device with 𝑃𝑘 ≥ 0. 

 

∑ 𝑃𝑘 = 1𝑚
𝑘=1  (2) 

 

The local objective function 𝐹𝑘 is typically defined as the empirical risk calculated from the local 

data. The user determines the relative impact of each device 𝑃𝑘, commonly set to 𝑃𝑘= 1/m or 𝑃𝑘= nk/n, in this 

context n represents the total number of samples across all devices [11], [12]. While this is a common 

objective in FL, alternative approaches exist, such as concurrently learning related local models through 

multi-task learning where each and every device corresponds to a distinct task. Both the multi-task and meta-

learning perspectives offer avenues for personalized or device-specific modeling, effectively addressing the 

statistical heterogeneity of the data. 
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Figure 2. Federated systems 

 

 

3. FEDERATED LEARNING IN HEALTHCARE 

Organizations such as hospitals can be viewed as remote devices that house extensive patient 

records for predictive healthcare purposes [13]. However, hospitals function under strict privacy protocols 

and may encounter legal, administrative, or moral/ethical constraints that require data locality. FL emerges as 

a promising solution for such scenarios, as it may alleviate stress on the network enabling confidential 

learning among multiple devices or organizations. Figure 3 illustrates an application scenario wherein a 

model is trained from distributed digital health records. The local data consists of the patient’s history or 

medical records which remains confidential [14]. Privacy and security are a major concern of any 

organization. Unlike conventional centralized system learning, wherein data is collected and processed in a 

central server, FL allows models to be trained throughout more than one decentralized server while 

preserving the statistics localized. Minimizing the transfer of statistics drastically lowers the probability of 

data interception or leakage [15]. FL permits the aggregation of knowledge from numerous datasets 

throughout special institutions, leading to extra strong and generalized models. 

 

 

 
 

Figure 3. FL in healthcare 
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4. ALGORITHMS 

ML and information mining-based techniques for the prediction and detection of coronary heart 

disorder could be of superb scientific utility however are relatively challenging to develop. In most countries, 

there's a lack of cardiovascular knowledge and an enormous price of incorrectly identified instances which 

can be addressed by developing correct and efficient early-stage coronary heart disorder prediction by 

analytical guide of clinical decision-making with virtual patient records [16], [17]. This observation aimed to 

discover ML classifiers with the highest accuracy for such diagnostic purposes. Several supervised ML 

algorithms were carried out and compared for overall performance and accuracy in coronary heart disease 

prediction. Some major ML algorithms are discussed in the following section: 

− Support vector machine (SVM): a type of supervised learning used for classification and regression [18], 

[19]. The main idea behind developing is to find the hyperplane in a high-dimensional space that maximally 

separates the different classes which results in précised classification. For linear SVM classifier: 
 

𝑦 = {1: 𝜔𝑇𝑥 + 𝑏 ≥ 0
0: 𝜔𝑇𝑥 + 𝑏 < 0

    (3) 

 

− Logistic regression (LR): used to predict bi-classification problems, such as email spam or not, yes or 

no, 0 or 1, true or false. LR uses a sigmoid function, i.e., a logistic function [14]. 
 

𝑓(𝑥) =
1

1+𝑒−𝑥 (4) 

 

Sigmoid function is simply trying to convert the independent variable (x) into an expression of 

probability that ranges between 0 and 1 with respect to the dependent variable. LR with multiple 

independent variables: 
 

𝑦 = 𝑓(𝛽0 + 𝛽1 × 1 + 𝛽2 × 2 +  … … … 𝛽𝑛 × 𝑛)   
 

(5) 

 

where 𝛽 is the regression coefficient. 

− Linear regression: modelling relationships are linear in nature. It is a facts evaluation approach that 

predicts the value of unknown facts by using another associated and known data value. Like if the value 

of x in increasing value of y will also increase [20]. Simple linear regression: 
 

𝑦 = 𝛼0 + 𝛼1 + 𝑥1 (6) 

 

Where 𝑥1 is the independent variable, y is the dependent variable, 𝛼0, 𝛼1 are coefficients of 

regression. The Multiple Linear regressions are represented by, 
 

𝑦 = 𝛼0 × 𝑥0 + 𝛼1 × 𝑥1 +  𝛼2 × 𝑥2 +  … … . 𝛼𝑛 × 𝑥𝑛 + 𝜖 (7) 

 

− Random forest: type of ensemble ML model, where multiple models are working together to make a 

prediction. In the case of random forest, the smaller models are decision trees [21], [22]. Each 

individual decision tree will make a prediction and then the final prediction is made after aggregation of 

all the previous outputs/ predictions [18], [19]. 
 

𝑀𝑆𝐸 =
1

𝑁
∑ (𝑓𝑖 − 𝑦𝑖)2𝑁

𝑖=1    (8) 

 

Where MSE is a mean square error, for n number of data points, fi is the value returned by each 

decision tree model ensemble, i is a data point and yi is the actual value for i. 

− Naïve Bayes (NB) classifier: supervised learning based on probabilistic logic uses Bayes’ theorem. 

Here naïve part came from an assumption stating features in data are independent, (not in the case of 

real-world data) [23]. The probability (P) is represented by, 
 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)∙𝑃(𝐴)

𝑃(𝐵)
 (9) 

 

 

5. COMPARATIVE ANALYSIS  
Table 1 includes a comparative analysis between different works for the purpose of detection of 

cardiovascular disease (CVD). This analysis includes a summary of the methodology applied by different 
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authors and the corresponding results obtained after the application of the proposed methodologies [24], [25]. 

The key findings are also separately mentioned which suggests the effectiveness of the proposed 

methodology. Privacy and security feature is also mentioned in the above works [26]. The comparative 

evaluation of artificial intelligence (AI)-primarily based FL for CVD prediction suggests that FL can achieve 

accuracy near a centralized model while maintaining information privacy. For example, federated LR and 

federated SVM accomplished as much as 95.8 accuracy and federated CNN model reached 94.99 accuracy, 

nearing the centralized fashion of 97% [27]. Overall, FL affords a strong, privacy-maintaining opportunity 

compared to centralized approaches, with future studies having to optimize its effectiveness in healthcare. 
 
 

Table 1. Comparative analysis between different works for the purpose of detection of CVD 
Methodology Key findings Algorithms Data source P&S 

FL using linear regression and SVM 
[2] 

Predicting heart disease 
accuracy: FL= 89%, centralized = 

95.8; FSVM performed well 

compared to FLR. 

FLR, federated support 
vector machine 

(FSVM) 

UCI Machine 
learning 

repository. 

✓  
 

Random oversampling on the dataset 

including samples of about 1 lakh. FL 

with CNN on UCI Cleveland dataset 
[4] 

For heart disease prediction 

accuracy: federated CNN = 

94.99%, closed to centralized 
CNN = 97% 

FL-CNN UCI Cleveland 

dataset 

✓  

Classification techniques (decision tree 

(DT), linear regression, polynomial 
regression, NB, SVM, CNN) are 

compared, and missing values are 

predicted using single and multi-value 
imputations [8] 

For chronic kidney disease. 

Accuracy: LR= 98.4 
Polynomial R.: 95.3 

NB= 91.3 

DT= 93.6 
FL= 98.7 

DT, linear regression, 

Polynomial regression, 
NB and proposed FL 

Kaggle dataset 

 

✓  

mRMR feature selection with LR and 

SVM [9] 

Predicting Heart disease. 

Accuracy: FL= 85% 
Centralized=36% and similar 

F1-scores, FL=91%, centralized= 

92% 

LR 

SVM 

PTB diagnostic 

ECG database 

✓  

Correlation-based feature selection 

and oversampling, SMOTE with a 

variety of ML algorithms on a dataset 

with 14 features and 1000 records 

[10] 

Prediction of heart disease 

Accuracy% after sampling 

(oversampling, smote): 

LR = 96.1%, 100% 

NB = 94.7%,100% 

KNN = 97%,98.36% 
Random forest = 99.20%,100%, 

SVM = 97.60%,100%, Tree = 

98.75%,100% 

Random 

oversampling, K-

nearest neighbor 

(KNN), and SMOTE 

technique 

Public dataset ✓  

XGBoost, AdaBoost, random forest, 

DT, NB, and LR. Kaggle dataset [28] 

Prediction of heart disease 

LR model accuracy = 91.57% 

 

XGBoost, AdaBoost, 

random forest, DT, LR, 

NB 

Kaggle dataset 

(319,795) 

✓  

To handle classes that are imbalanced 

researchers use SMOTE, and MIN-

MAX normalization is applied 
afterward. At the end 3 ML classifiers 

are used i.e. Gaussian NB, KNN for 
K = 5, SVM (‘rbf’) [29] 

Prediction of heart disease 

Precision= 92.50% 

Recall, 92.22% 
and F1-score =92.36% 

Gaussian, NB, SVM, 

KNN, soft voting 

Cleveland heart 

disease dataset 

taken from UCI 
machine learning 

repository 

✓  

Proposed hybrid random forest with a 

linear model (HRFLM) [11] 

Accuracy = 88.4, precision=90.1, 

F-measure=90, sensitivity=92.8, 
specificity= 82.6 

 

ML techniques, 

HRFLM. 

Cleveland 

dataset collected 
from a UCI ML 

repository. 

X 

Designed ACVD-HBOMDL 
technique with feature selection and 

hyperparameter tuning [12] 

ACVD-HBOMDL achieved 
99.39% accuracy in CVD 

diagnosis. 

Min-max scaler for 
data preprocessing 

Honey badger 

optimization (HBO) 
algorithm for feature 

selection, deep 

learning modified 
neural network 

classifier, Bayesian 

optimization for 
hyperparameter tuning 

Kaggle 
repository: 

aggregated from 

various regions 
and Statlog 

datasets. 

✓  

CV with K-fold, Data split into 

training, cross-validation, and testing; 
evaluated with K-fold CV [13] 

Accuracy = 97.32%, recall= 

97.58%, 
Precision=97.16%, F1-

measure=97.37%, specificity 

=96.87% 
G-mean = 97.22% 

NB, K-NN, SVM, 

random forest, 
artificial neural 

network (ANN) 

Specific medical 

dataset (repository 
not mentioned) 

✓  
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6. CONCLUSION 

This paper explores the utility of AI-based FL for coronary heart disease prediction, emphasizing its 

importance in maintaining an affected person's privacy even as leveraging distributed records from hospitals 

and other organizations. FL emerges as a powerful solution, addressing the restrictions of traditional 

centralized ML models, in particular within the context of data which is very sensitive for the patient. The 

comparative evaluation among centralized and FL strategies exhibits that FL can gather competitive accuracy 

rates. For instance, the FL-CNN model validated a validation accuracy of 94.99% on the UCI Cleveland 

dataset, which is remarkably close to the 97% accuracy performed by centralized CNN models. This 

highlights FL`s capability to offer effective predictive overall performance even as ensuring that affected 

person information stays stable and decentralized. 
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