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The rapid proliferation of NoSQL databases in various domains necessitates
effective parsing models for interpreting NoSQL queries, a fundamental
aspect often overlooked in database management research. This paper
addresses the critical need for a comprehensive understanding of existing
semantic parsing models tailored for NoSQL query interpretation. We
identify inherent issues in current models, such as limitations in precision,
accuracy, and scalability, alongside challenges in deployment complexity
and processing delays. This review is pivotal, shedding light on the
intricacies and inefficiencies of existing systems, thereby guiding future
advancements in NoSQL database querying. This methodical comparison of
these models across key performance metrics-precision, accuracy, recall,
delay, deployment complexity, and scalability-reveals significant disparities
and areas for improvement. By evaluating these models against both
individual and combined parameters, we identify the most effective methods
currently available. The impact of this work is far-reaching, providing a
foundational framework for developing more robust, efficient, and scalable
parsing models. This, in turn, has the potential to revolutionize the way
NoSQL databases are queried and managed, offering significant
improvements in data retrieval and analysis. Through this paper, we aim to
bridge the gap between theoretical model development and practical
database management, paving the way for enhanced data processing
capabilities in diverse NoSQL database applications.
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1. INTRODUCTION

The advent of NoSQL databases marked a paradigm shift in data storage and retrieval, catering to
the growing demand for scalability, flexibility, and speed in handling large volumes of unstructured data.
However, the efficient interpretation of NoSQL queries remains a challenging frontier, largely due to the
complexity and diversity of NoSQL data models. The criticality of this issue is amplified by the increasing
reliance on NoSQL databases across various sectors, from web applications to big data analytics.
This necessitates the development of advanced semantic parsing models that can accurately, efficiently, and

effectively interpret NoSQL queries.

Existing semantic parsing models, while having made significant strides in recent years, still grapple
with various limitations. These include issues related to precision and accuracy, which are paramount in
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ensuring that query results are reliable and relevant. Furthermore, the recall of these models, or their ability to
retrieve all relevant data points, is another area of concern, particularly in scenarios involving complex
queries. Delays in query processing, stemming from inefficiencies in the parsing models, can lead to
bottlenecks, adversely affecting the performance of real-time applications. Additionally, the complexity of
deploying these models and their scalability in handling growing data volumes pose significant challenges.

The impact of this work extends beyond the theoretical realm, offering practical implications for
database management. By pinpointing the most effective parsing models, we contribute to enhancing the
efficiency and effectiveness of NoSQL databases. Overall, this paper aims to bridge the gap between current
model capabilities and the evolving needs of NoSQL database management. We provide a roadmap for future
research and development, with the ultimate goal of advancing the field of database query interpretation and
management.

The motivation behind this research stems from the rapidly evolving landscape of database
technology, where NoSQL systems have emerged as a cornerstone for managing large-scale, unstructured,
and semi-structured data. Despite their growing popularity, a significant gap exists in the effective
interpretation of NoSQL queries. This gap is primarily due to the diversity of NoSQL data models and the
lack of specialized semantic parsing models that can accommodate their unique characteristics. The need for
high precision, accuracy, and speed in querying these databases is more pressing than ever, given their
extensive use in critical applications ranging from e-commerce platforms to real-time analytics in loT
devices.

2. LITERATURE REVIEW

An extensive summary of various models can be observed from Table 1 in Appendix.
The Table 1 summarizes a diverse range of research works in the fields of databases and natural language
processing [1]-[50].

3. METHOD

This paper uses a systematic approach toward the comparative analysis of semantic parsing models
applied to the interpretation of NoSQL database queries. It evaluates the existing models against strategic
performance metrics such as precision, accuracy, delay, deployment complexity, and scalability. A wide
literature review was conducted to identify the state-of-art models in the area of text-to-SQL, NLIDB, and
schema design for NoSQL databases. The models were chosen for how relevant they are in handling natural
language queries and whether their unique features regarding NoSQL databases can be managed.
For conducting a strong comparison, the study had a designed metric-based evaluation framework. Each of
these models was tested based on performance parameters which came under five categories, namely: very
low (VL, 0-10), low (L, 10-20), medium (M, 20-40), high (H, 40-80), and very high (VH, 80-100). Such a
rating scheme allowed the results from different types of models to be normalized and combined with equal
representation for comparison. Data was accumulated from experiments that were carried out in the form of
previously conducted studies, which included public datasets like Spider, WikiSQL, and CoSQL. These
datasets were chosen as they are widely utilized in the literature and pertain to cross-domain natural
language-to-SQL translation tasks. The evaluation process took place over three phases. In the first phase,
models were evaluated individually, regarding how well they performed within the domain for which they
were originally envisioned; this meant collecting accuracy, precision, and recall scores directly from
published papers. Cross-domain testing: This involved the performance of the models on datasets outside the
domain of the main application to prove scalability and adaptability. This comprised the third phase, which
included an analysis of processing delay, deployment complexity, as well as scalability based on the models’
architecture and computational requirements. A qualitative assessment throughout the analysis addressed
deployment constraints and real-time usability in large-scale NoSQL database environments.

4. RESULTS AND DISCUSSION
4.1. Introduction

The authors researched semantic parsing models with the intent of filling in the missing gap found in
previous studies, which did not well address the issues NoSQL databases present. Actually, work previously
done on structured databases and text-to-SQL systems considered no complexity that comes from the less
structured and flexible schemas NoSQL introduces. This clearly depicts that there were huge gaps between
the current models and the desired precision and scalability. The applications of these models are mostly very
low within the NoSQL environment.
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4.2. Summarizing key findings

Based on the empirical analysis, some major key findings are that schema inference models, like the
ones in [1], have very high precision, at times going up to 100%, making them very suitable for schema-
structure interpretation in NoSQL databases with a high degree of correctness and effectiveness. Other
examples are the models, such as cross-domain text-to-SQL [7] and elastic data conversion framework [22],
which exhibited excellent scalability when performing well in a wide range of domains with different kinds
of datasets in the evaluation, thus supporting their applicability in large-scale NoSQL systems. Many models,
RDF querying [2] and ontology-based knowledge bases [3], exhibited considerable limitations concerning
scalability and complexity of deployment, which indeed made them less suitable for real-time query
processing in expansive NoSQL infrastructures and scenarios.

4.3. Interpreting results

Such results compared to prior work found that transformer-based models like the unified
framework with self-attention [31] and transformer-based seq-to-seq for text-to-SQL [45] are in a position to
outperform classical parsing methods. Not only have these models allowed transformer-based models to
better handle complex natural language queries through self-attention mechanisms but also ensured
significant high accuracy levels of 80-100 in cross-domain tasks in both accuracy and scalability. However,
the earlier versions such as SQLNet [38] and Seq2SQL [39] suffered from scalability and adaptability
problems, especially when implemented within a NoSQL scenario where the rigidity of the data structure is
not so rigid. These conclusions are in line with other recent research that reveals the first natural language-to-
SQL methods cannot compete with messy data examples.

4.4. Addressing limitations

Although promising, a few limitations were realized. The first weakness was the inherent bias of the
test datasets. Although test datasets like Spider and WikiSQL are very much welcomed, they do have a
considerable inclination towards structured queries and relational databases, which could not be able to
simulate the complexity NoSQL environments. This could make limited applicability in generalizing findings
from the study. In fact, the computational overhead introduced by transformer-based models is manageable in
structured environments, but it may lead to delays in real-time querying of NoSQL databases, especially as
the scale of the data increases in processing.

4.5. Implications for future research

Future research needs to cross these limitations and set up more-specific models that can best cater
to the demands of NoSQL databases, especially those characterized by highly flexible or dynamic schemas.
New benchmark datasets that reflect the richness of NoSQL data models, such as document stores and key-
value databases, would make it a more challenging undertaking in regard to the evaluation of these models.
Support for more effective cross-domain functionality of models without demanding extensive retraining
may make them scale better and applied in real-time.

4.6. Conclusion

In conclusion, this study has evidence that while great strides have been made in structured
databases, the NoSQL environment is not one in which these semantic parsing models have achieved
consistent results. High precision and scalability shown by schema inference and transformer-based models
indicate that these are the approaches most likely to lead to advances in NoSQL query interpretation.
However, proper optimization of such models for the specific characteristics of the NoSQL systems, in that
with unstructured, dynamic, and heterogeneous samples of data, is very much needed in the future
developments to fully unleash their potential.

5. CONCLUSION

This paper provides an overview of complete analyses for a wide range of semantic parsing models
while interpreting NoSQL database queries and identifies both strengths and weaknesses of the approaches in
light of key performance metrics such as precision, accuracy, recall, delay, cost, and scalability.

The results indicate that while schema inference and transformer-based approaches seem to achieve
high precision and scalability, existing models suffer from adapting the unstructured nature of the NoSQL
database, especially the relational one. Though natural language interfaces and text-to-SQL models have
greatly improved query handling in structured environments, they are inherently missing flexible and
dynamic schemas that are inherently characteristic of NoSQL systems. As a result, even though the design
and deployment of customized NoSQL parsing models is highly improved, there is still much improvement
required in the development of the same.
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APPENDIX

Table 1. Comparative analysis of existing models

Method used

Details

Advantages

Research gap

Schema Inference [1]

RDF Querying [2]

Ontology-Based KBs
[3]

Text-to-SQL Parsing
[4]

Metadata Enrichment

[5]

Text-to-SQL Mapping
(6]

Cross-Domain Text-
to-SQL [7]

Nested SQL Queries
[8]

Natural Language-
Based Querying [9]

Text-to-SQL with
Transformers [10]

This work addresses the inference
of a common schema for multi-
model data, including local integrity
constraints and inter-model
references. It handles overlapping
models, data redundancy, and large
data efficiently.

This survey reviews techniques and
systems for querying RDF
knowledge graphs, with a focus on
local (single-machine) settings. It
also discusses contemporary
research challenges in SPARQL
query engines.

HERMES is introduced for
querying domain-specific
knowledge bases stored in multiple
backends with different query
languages. Challenges of data
placement and schema optimization
are addressed.

UNISAR is presented as a structure-
aware autoregressive language
model for text-to-SQL parsing,
achieving high performance under
various settings.

A text analysis framework
implemented in extended SQL is
introduced for metadata enrichment
in digital libraries. The framework
offers scalability and ease of use.

This work introduces a method for
text-to-SQL mapping using multi-
task learning and sharing decoders
for different subtasks, reducing
model complexity and improving
learning.

An approach for improving text-to-
SQL conversion for cross-domain
datasets is presented, emphasizing
linguistic dependencies between
queries. Evaluation is conducted on
Sparc, Spider, and CoSQL datasets.
This study proposes an improved
IRNet framework for translating
natural language queries to nested
SQL queries, addressing the
challenge of complex queries. Data
oversampling and a novel loss
function are introduced.
Investigates natural language-based
querying of network performance
databases for Wireless Mesh
Networks (WMNSs), including
semantic column names, domain-
specific corrections, and real-time
querying.

This work presents techniques to
improve text-to-SQL results with
transformers, including handling
long-text sequences and multilingual
fine-tuning. It enhances accuracy in
NL2SQL tasks.

- Inference of a common schema for
multi-model data.

- Handling of overlapping models
and data redundancy.

- Efficient processing of significant
data amounts.

- Comprehensive review of RDF
querying techniques.

- Emphasis on local (single-
machine) settings.

- Discussion of research challenges.

- Querying domain-specific KBs
with multiple backends and query
languages.

- Data placement optimization. -
Schema optimization, including
property graph schemas.

- Use of an off-the-shelf language
model architecture.

- Incorporation of structure
-aware extensions.

- High performance in different
text-to-SQL scenarios.

- Scalable framework for text
mining in databases.

- Declarative nature of SQL for
easy workflow creation.

- Significant speedup compared to
other approaches.

- Reduction of model complexity.
- Better learning of dependencies
between subtasks.

- Accuracy improvement on the
WikiSQL dataset.

- Utilization of linguistic
dependencies between queries. -
Evaluation on various cross-domain
datasets.

- Comparison with existing
algorithms.

- Data oversampling for
representation improvement.

- Novel loss function considering
SQL complexity.

- 5% improvement on hard queries
in Spider dataset.

- Translation of natural language to
SQL with high accuracy.

- Semantic column names
generation.

- Suitable for real-time querying in
WMNSs.

- Handling of long-text sequences
by transformers.

- Multilingual fine-tuning for
improved accuracy.

- Increase in exact set match
accuracy.

- Specific to multi-model
data, may not be suitable
for single-model
scenarios.

- Limited to local
querying, not distributed
settings.

- Complex to implement
for large-scale KBs.

- May not outperform
specialized models in
specific settings.

- Limited to metadata
enrichment, may not cover
all text mining tasks.

- May not cover all
possible subtask
dependencies.

- May not perform well on
highly domain-specific
datasets.

- Specific to nested SQL
queries, may not cover
other query types.

- Limited to WMN
context, may not
generalize to other
domains.

- Improvement techniques
may not apply to all text-
to-SQL models.

Int J Inf & Commun Technol, Vol. 14, No. 2, August 2025: 467-477



Int J Inf & Commun Technol

ISSN: 2252-8776

a 473

Table 1. Comparative analysis of existing models (Continued)

Method used

Details

Advantages

Research gap

Natural Language to
SQL Conversion [11]

Automated Code
Equivalence
Verification [12]

Learning-Based
Cardinality
Estimation [13]

Transaction
Classification and
Clustering [14]

Temporal RDF Model
and Query Language
[15]

Schema Design
Advisor for NoSQL
[16]

Database Technology
for Network
Applications [17]

Modernizing Security
in NoSQL Databases
[18]

Security in NoSQL
Databases [19]

NoSQL Visual Query
System [20]

Self-Adapting Data
Migration [21]

A three-tier system using pattern
matching and semantic matching
techniques to transform natural
language into SQL queries.

Focuses on verifying code
equivalence in embedded SQL
programming, including
simultaneous changes in SQL and
host language code. Uses first-order
logic modeling and SMT solvers for
verification.

Proposes a vertical scanning
convolutional neural network
(VSCNN) to estimate cardinalities
of complex SQL queries using deep
neural networks. Includes semantic
information and negative sampling.
Introduces transaction classification
and clustering in database systems
for monitoring and troubleshooting.
Utilizes DBSCAN algorithm and
server-side feature extraction.

Presents tRDF, a temporal RDF
model, and a temporal query
language for managing temporal
RDF data in relational databases.
Transformation from tRDF query
language to SQL.

Proposes a schema design advisor
model for NoSQL databases, using
existing SQL queries as input to
recommend efficient schemas.
Includes a cost model.

Proposes a business architecture for
storing data on the network and
transmitting spoken language
resources for education. Focuses on
Al and intelligent technology in
teaching.

Introduces an approach for
modernizing security in NoSQL
databases, focusing on access
control. Utilizes domain ontology
and automated security issue
detection.

Addresses security issues in NoSQL
databases, particularly access
control, using a domain ontology-
based approach. Proposes
automated solutions for identified
security issues.

Presents OVI-3, a NoSQL visual
query system based on incremental
querying and directory-based
indexing for complex joins.
Demonstrates improved speed for
certain queries.

Proposes a methodology for self-
adapting data migration that
automatically adjusts migration
strategies based on migration
scenario and service-level
agreements. Evaluates and
compares migration strategies
using metrics.

- Enables non-expert users to
interact with databases using natural
language.

- Better recall value, accuracy, and
precision compared to existing
systems.

- Automated verification of code
equivalence.

- Addresses simultaneous changes
in SQL and host language code.

- Publicly available framework
(SQLAV).

- Improved cardinality estimation
for complex join operations.

- Utilizes deep neural networks and
semantic information.

- Reduces g-error in estimation.

- Automates transaction clustering
for troubleshooting.

- ldentifies root causes of
performance problems.

- Cluster count remains stable
regardless of system load.

- Addresses temporal semantics in
RDF data.

- Utilizes relational databases for
storage.

- Provides temporal query
language.

- Automates schema design
recommendations.

- Considers cost-effectiveness of
schemas.

- Applicable to Old RDBMS to new
NoSQL transitions.

- Utilizes network storage for
education resources.

- Applies Al technology in
teaching.

- Supports spoken language
resources.

- Incorporates security mechanisms
into existing NoSQL solutions.

- Automated analysis of security
issues.

- Reduces modernization effort and
cost.

- Detects and addresses security
issues in existing NoSQL solutions.
- Uses domain ontology for context-
aware analysis.

- Reduces the risk of data breaches.

- Enables fast ad-hoc queries with
complex joins.

- Utilizes directory-based indexing
for optimization.

- Demonstrates speed
improvement over SQL queries for
specific scenarios.

- Self-adapting migration for agile
development.

- Considers migration costs,
latency, precision, and recall.

- Matches migration strategy to
specific scenarios.

- May require predefined
data dictionary and
complex transformation
steps.

- Requires knowledge of
first-order logic and SMT
solvers.

- May not outperform
traditional methods in all
scenarios.

- Requires DBMS
modification for
implementation.

- May require specific
SQL support for temporal
data.

- Limited to MongoDB in
the prototype.

- Specific to education and
spoken language
applications.

- Requires domain
ontology and
customization for different
NoSQL technologies.

- May require adjustments
for different NoSQL
technologies.

- Limited to specific types
of complex joins.

- Requires appropriate
metrics and understanding
of service-level
agreements.
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Table 1. Comparative analysis of existing models (Continued)

Method used

Details

Advantages

Research gap

Elastic Data
Conversion
Framework [22]

Data Analysis in
High-Variety
Multistore [23]

Big Social Data
Provenance
Framework [24]

Heterogeneous Graph
to AST Framework
[25]

Information
Integration Encoder
for Text-to-SQL [26]

ML Pipeline
Translation to SQL
Queries [27]

Neural Model for NL
Query of Databases
[28]

Temporal OWL 2
Ontology from JSON
Data [29]

Natural Language
Interface to Database
(NLIDB) [30]

Unified Framework
with Self-Attention
[31]

Deep Learning for
NLIs to Databases
[32]

Introduces an elastic data conversion
framework for data integration
systems, aiming to link and merge
different data resources into a unified
data store. Evaluates the model using
MySQL and MongoDB.

Proposes an approach for data
analysis within a high-variety
multistore with heterogeneous
schemas and overlapping records.
Supports multiple data models and
schema integration through a
dataspace layer.

Presents a Big Social Data
Provenance (BSDP) Framework for
key-value pair (KVP) databases
using the concept of Zero-
Information Loss Database (ZILD).
Captures, stores, and queries
provenance information for
different query sets.

Introduces HG2AST, a framework
for converting heterogeneous graph
representations to abstract syntax
trees (AST) for Text-to-SQL tasks.
Incorporates structure knowledge
and adaptive node expansion.
Proposes an encoder for multi-turn
text-to-SQL generation, addressing
challenges in multi-turn interaction
and cross-domain evaluation. Uses
a multiple-integration encoder with
three modules for information
integration.

Translates trained ML pipelines
containing featurizers and models
into SQL queries for prediction
serving within a DBMS. Compares
in-DBMS performance with
popular ML frameworks.
Introduces an improved neural
model based on IRNet for natural
language queries of databases,
using Gated Graph Neural Network
(GGNN) and schema information.
Proposes an approach (tJOWL) to
automatically build a temporal
OWL 2 ontology of data from
temporal JSON-based big data.
Manages incremental maintenance
for evolving data.

Presents a NLIDB system using the
Intermediate query approach,
focusing on a Movie domain chatbot.
Offers a solution for extracting
information from databases using
natural language queries.

Proposes a unified framework for

translating natural language questions

into SQL queries, addressing schema

encoding, schema linking, and feature

representation using relation-aware
self-attention. Achieves state-of-the-

art performance on the Spider dataset.

Addresses challenges in developing
deep learning technologies for
conversational natural language
interfaces (NLIs) to databases.
Proposes benchmarks, neural
algorithms, and language models
for NLIDB.

- Supports data integration across
various formats and types.

- Addresses data conversion
challenges.

- Includes experimental evaluation.

- Enables OLAP analyses in
heterogeneous schemas.

- Handles schema and data model
heterogeneity.

- Supports various data models.

- Captures provenance information
for social data.

- Supports various query types,
including select, aggregate, and
data update queries.

- Provides a query-driven
approach.

- Addresses multi-turn text-to-SQL
generation.

- Utilizes heterogeneous graph
encoding.

- Improves structure knowledge
incorporation.

- Improves accuracy of multi-turn
text-to-SQL generation.

- Handles multi-turn interaction
and cross-domain scenarios.

- Utilizes lightweight multi-head
attention.

- Enables ML inference within a
DBMS.

- Supports efficient prediction
serving.

- Reduces data movement and
optimizes performance.

- Enables NL query of databases
using neural models. - Incorporates
schema information and entity
linking. - Provides a graph-based
approach.

- Enables semantic modeling of big
data.

- Supports incremental
maintenance of ontology.

- Addresses JSON-based data with
evolving schemas.

- Facilitates NL query of databases
for non-expert users. - Supports
information extraction from
databases.

- Demonstrates promising results.

- Boosts exact match accuracy on
Spider dataset.

- Incorporates self-attention for
schema and feature handling.

- Qualitative improvements in
schema linking.

- Introduces benchmarks and
datasets for NLI to databases.
- Develops models for dialog-
based NLI.

- Presents improved language
models for semantic parsing.

- Specific to data
integration and data
conversion.

- Specific to data analysis
and heterogeneous
schemas.

- Specific to social data
and KVP databases.

- Specific to text-to-SQL
tasks and AST
construction.

- Specific to text-to-SQL
generation and multi-turn
interaction.

- Specific to ML
prediction serving and
DBMS integration.

- Specific to NL query of
databases and neural
models.

- Specific to ontology
building and JSON-based
data.

- Specific to NLIDB and
chatbot applications.

- Specific to text-to-SQL
translation and Spider
dataset.

- Focuses on NLI to
databases and deep
learning.
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Table 1. Comparative analysis of existing models (Continued)

Method used

Details

Advantages

Research gap

ValueNet for NL-to-
SQL with Values [33]

NatSQL for Text-to-
SQL Translation [34]

Improving Query
Interfaces with OQS
[35]

Robustness of Text-
to-SQL with Domain
Knowledge [36]

Text-to-GQL for
Graph Databases [37]

SQLNet for Text-to-
SQL with Sketches
[38]

Seq2SQL with Query
Execution Rewards
[39]

Multilingual NMT
with Shared Model
[40]

LSTM Dropout
Regularization [41]

Attention-Enhanced
Encoder-Decoder for
Semantic Parsing [42]

Deep Learning-Based
Database
Development [43]

Introduces ValueNet and VValueNet
light, two end-to-end Natural
Language-to-SQL systems that
incorporate values. Achieves state-
of-the-art results on the Spider
dataset.

Proposes NatSQL, an SQL
intermediate representation that
simplifies SQL queries for text-to-
SQL translation. Outperforms other
IRs and improves the performance
of existing models on Spider
dataset.

Investigates oblique query
specification (OQS) methods for
improving query interfaces.
Leverages previously-issued SQL
queries and combines natural
language and programming-by-
example.

Investigates the robustness of text-
to-SQL models when facing
domain knowledge not frequently
observed in training data.
Introduces the Spider-DK dataset.
Proposes the Text2GQL task for

translating natural language questions

into GQL (Graph Query Language)
for graph databases. Introduces a
pipeline solution with language
model and Adapter plug-in.
Introduces SQLNet, a sketch-based
approach to synthesize SQL queries
from natural language when the
order does not matter. Improves
performance on WikiSQL tasks.

Proposes Seq2SQL, a deep neural
network for translating natural
language questions to SQL queries.
Utilizes query execution rewards
for training and achieves significant
performance improvements on
WikiSQL.

Introduces a solution to use a single
Neural Machine Translation (NMT)
model for translating between
multiple languages, using an
artificial token to specify the target
language. Improves translation
quality for various language pairs.
Presents a regularization technique
for RNNs with LSTM units using
dropout. Demonstrates reduced
overfitting on various tasks,
including language modeling,
speech recognition, image caption
generation, and machine
translation.

Introduces an attention-enhanced
encoder-decoder model for
semantic parsing. Encodes input
utterances into vectors and
generates logical forms. Adaptable
across domains and meaning
representations.

Develops databases using deep
learning and cloud computing
technology. Utilizes J2EE, Oracle
server database, and deep learning
for data extraction, processing,
fusion, and compression.

- Incorporates values in NL-to-SQL
translation.

- Achieves high execution accuracy
on Spider dataset.

- Introduces a novel architecture
for handling values.

- Simplifies SQL queries for text-
to-SQL translation.

- Improves performance on
complex and nested SQL queries.

- Enables generating executable
SQL queries.

- Utilizes user feedback and
previously-issued SQL queries. -
Combines natural language and
programming-by-example. -
Maximizes user domain expertise.

- Addresses the impact of domain
knowledge in text-to-SQL models.
- Introduces the Spider-DK dataset
for robustness evaluation.

- Introduces the Text2GQL task for
graph databases.

- Utilizes Adapter pre-trained on
schema-utterance linking.

- Proposes a pipeline solution for
end-to-end translation.

- Addresses the “order-matters”
problem in text-to-SQL.

- Utilizes sketches and dependency
graphs.

- Outperforms previous models on
WikiSQL tasks.

- Leverages query execution
rewards for better training.

- Improves execution accuracy and
logical form accuracy.

- Utilizes a large dataset
(WikiSQL) for training.

- Enables Multilingual NMT with a
single model.

- Improves translation quality for
language pairs.

- Allows for zero-shot translation
between unseen language pairs.

- Reduces overfitting in LSTM-
based RNNs.
- Applicable to a variety of tasks.

- Performs competitively without
hand-engineered features.
- Adaptable across domains.

- Uses deep learning for database
development.

- Supports distributed storage of
data samples.

- Low performance loss.

- Specific to NL-to-SQL
with values and Spider
dataset.

- Specific to text-to-SQL
translation and Spider
dataset.

- Focuses on query
interfaces and OQS
methods.

- Specific to domain
knowledge impact and
Spider-DK dataset.

- Specific to Text2GQL
task and graph databases.

- Specific to SQLNet
approach and WikiSQL
tasks.

- Specific to Seq2SQL
approach and WikiSQL
dataset.

- Specific to multilingual
NMT and language
translation.

- Specific to LSTM-based
RNNSs.

- Requires evaluation on
various semantic parsing
tasks.

- Limited to databases and
cloud computing.
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Table 1. Comparative analysis of existing models (Continued)

Method used

Details

Advantages

Research gap

Deep Neural Network
for SQL Injection
Detection [44]

Transformer-Based
Seq-to-Seq for Text-
to-SQL [45]

Weak Supervision for
Text-to-SQL Training
[46]

Survey of Text-to-
SQL Progress [47]

Natural Language
Interface to SQL with
User Privileges [48]

NLP-Based Model for
Text-to-SQL [49]

Neural Networks for
PL/SQL Placement
Prediction [50]

Builds a deep neural network-based
SQL injection detection model
based on word vectors and deep
learning. Achieves high accuracy in
SQL injection detection. Addresses
overfitting and feature extraction
challenges.

Adapts transformer-based seq-to-
seq model to text-to-SQL
generation. Introduces Schema
aware Denoising (SeaD) training
and clause-sensitive execution
guided (EG) decoding. Achieves
state-of-the-art performance on
WikiSQL benchmark.

Proposes weak supervision using
QDMR structures for training text-
to-SQL parsers. Synthesizes SQL
queries based on QDMR structures
and answers. Competitively
performs without NL-SQL
annotations.

Reviews recent progress on text-to-
SQL for datasets, methods, and
evaluation. Provides a systematic
survey of challenges and future
directions.

Proposes a system for converting
natural language to SQL, allowing
users to update data dictionaries
and interact with databases using
NLP. Enables communication
between users and systems without
SQL knowledge.

Proposes an NLP-based model to
convert natural language to SQL
queries. Uses semantic parsing
models to handle schema encoding
and decoding. Achieves
competitive results on text-to-SQL
tasks.

Employs artificial neural networks
to predict the placement of new
objects among architectural
modules in PL/SQL programs.
Uses features extracted from source
code and dependencies among
objects. Achieves high accuracy in
placement prediction.

- Achieves high accuracy in SQL
injection detection.

- Addresses overfitting challenges.
- Automates feature extraction.

- Improves seg-to-seq model
performance for text-to-SQL.

- Introduces novel training
objectives and decoding strategy.

- Establishes state-of-the-art results.

- Provides a weak supervision
approach for training text-to-SQL
parsers.

- Competes with models trained on
NL-SQL data.

- Provides an overview of recent
progress in text-to-SQL. -
Addresses challenges in encoding,
decoding, and translation.

- Offers insights into potential
research directions.

- Empowers users to update data
dictionaries.

- Uses NLP for communication
with databases.

- Supports users with no SQL
knowledge.

- Utilizes NLP for text-to-SQL
conversion.

- Competitively performs on text-
to-SQL tasks.

- Provides an automated approach
for object placement prediction.

- Achieves high accuracy compared
to baseline methods.

- Specific to SQL
injection detection.

- Focuses on text-to-SQL
and WikiSQL benchmark.

- Limited to text-to-SQL
training.

- Not focused on a
specific method.

- Specific to NLP-based
SQL interfaces.

- Specific to text-to-SQL
and semantic parsing.

- Specific to PL/SQL
programs and
architectural placement.
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