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 Clinical note research is globally recognized, but work on real-time data, 

particularly from India, is still lagging. This study initiated by training 

models on medical information mart for intensive care (MIMIC) clinical 

notes, focusing on conditions like chronic kidney disease (CKD), myocardial 

infarction (MI), and asthma using the structured medical domain 

bidirectional encoder representations from transformers (SMDBERT) 

model. Subsequently, these models were applied to an Indian dataset 

obtained from two hospitals. The key difference between publicly available 

datasets and real-time data lies in the prevalence of certain diseases. For 

example, in a real-time setting, tuberculosis may exist, but the MIMIC 

dataset lacks corresponding clinical notes. Thus, an innovative approach was 

developed by combining a fine-tuned SMDBERT model with a customized 

zero-shot learning method to effectively analyze tuberculosis-related clinical 

notes. Another research gap is the lack of explainability because deep 

learning (DL) models are inherently black-box. To further strengthen the 

reliability of the models, local interpretable model-agnostic explanations 

(LIME) and shapley additive explanations (SHAP) explanations were 

projected along with narrative explanations which generated explanations in 

a natural language format. Thus, the research provides a significant 

contribution with ensemble technique of zero-shot learning and SMDBERT 

model with an accuracy of 0.92 as against the specialized models like 

scientific BERT (SCIBERT), biomedical BERT (BIOBERT) and clinical 

BioBERT. 
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1. INTRODUCTION 

The adoption of electronic health record (EHR) systems is increasing significantly [1]. Publicly 

accessible resources such as the medical information mart for intensive care (MIMIC), and enhanced critical 

care unit (eICU) collaborative research databases provide valuable information on critically ill ICU patients. 

Specifically, the MIMIC III database includes data from over 50,000 ICU admissions [2], and the eICU 

dataset covers nearly two million admissions [3]. According to [4], while these datasets are widely available, 

there is a notable lack of datasets from Indian patient populations. 

Chronic diseases are defined as conditions lasting more than three months [5], and early detection is 

crucial for improving diagnosis and management. Globally, heart failure affects approximately 26 million 

people annually, posing significant challenges for surgeons, cardiologists, and clinicians in predicting its  
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start [6]. Asthma, identified as the most prevalent chronic pulmonary condition worldwide, further 

underscores the need for effective management [7]. Chronic kidney disease (CKD), a progressive ailment 

affecting over 10% of the world's population, affecting over 800 million individuals [8]. Given their high 

prevalence, these three conditions are the primary focus of our research. During our analysis of Indian data, 

we encountered cases of tuberculosis. However, when applying the structured medical domain bidirectional 

encoder representations from transformers (SMDBERT) model, which was trained on the MIMIC dataset 

lacking tuberculosis cases, these instances were misclassified. This highlights the challenge of transferring 

models across datasets with different distributions. As demonstrated in [9], while models trained on one 

dataset often perform well on similar datasets, zero-shot learning techniques can be leveraged to address the 

limitations of datasets lacking sufficient examples. 

Handling unstructured data, such as medical notes, presents several unique difficulties. One of the 

main difficulties arises from the diversity and lack of organization within the data [10], [11]. Clinical notes 

are often written in a phrase-like manner without standardized grammatical structures, which complicates 

their analysis. In the case of Indian data, there is an added complexity due to the predominance of non-digital 

formats, which makes it challenging to integrate this information seamlessly into digital systems. These 

clinical notes were not originally digital, in contrast to datasets that are accessible to the public, complicating 

their accessibility and analysis. 

The practice of transfer learning, which involves using a model created for one task as the 

foundation for a model on a different task, has demonstrated particularly effective in healthcare applications. 

Transformer-based models, such as BERT, have revolutionized natural language processing (NLP) by 

enabling models to understand context more deeply through attention mechanisms. These models excel in 

tasks involving unstructured clinical data, such as extracting meaningful insights from EHR and clinical 

notes, making them invaluable tools for advancing patient care.  

The interpretability of predictive models using unstructured clinical data has grown to be an 

important field of study in recent years. As machine learning (ML) and NLP techniques continue to evolve, 

their application to clinical notes, a rich source of unstructured data, possesses the ability to transform 

healthcare. However, the complexity and opacity of these models, often referred to as "black boxes," pose 

significant challenges in clinical settings where transparency and understanding are paramount.  

Transformer-based models are increasingly used in healthcare for various predictive tasks, including 

forecasting mortality rates [12], predicting patient readmissions [13], and estimating hospital stay durations 

[14]. These models have also proven effective in tasks such as extracting entities [15], [16], identifying 

phenotypic characteristics [17], [18], modeling patient trajectories, and elucidating relationships among 

different medical entities. The integration of transformer models into healthcare research demonstrates their 

adaptability and efficacy in tackling a wide range of issues, advancing clinical decision-making systems, and 

enhancing our understanding of complex medical conditions. 

In healthcare data analysis, a range of methodologies are employed, from rule-based systems to 

advanced ML and deep learning (DL) techniques. Rule-based methods depend on established guidelines 

derived from specialized knowledge, but these systems can be inflexible when faced with novel data, often 

requiring updates or modifications to handle new concepts. ML methods, on the other hand, learn from data 

directly. Supervised learning, for example, uses labeled datasets to perform tasks like classification, while 

unsupervised learning identifies patterns in unlabeled data. ML algorithms such as logistic regression (LR), 

support vector machines (SVM), and random forests are often challenged by high-dimensional, multimodal 

datasets.  

DL techniques, including convolutional neural networks (CNNs), recurrent neural networks 

(RNNs), and transformer models like BERT and distilled BERT (DistilBERT), have demonstrated superior 

performance in extracting features from raw data and understanding context. BERT is particularly effective 

for generating powerful representations from unlabeled data due to its ability to understand context in both 

directions, making it highly suitable for various ML tasks, including text classification. DistilBERT, a lighter 

and more efficient version of BERT, achieves similar performance levels while being computationally less 

demanding [19]. In specific domains such as healthcare, domain-adapted models like SMDBERT, which 

incorporate specialized medical knowledge, have shown to outperform more general models like DistilBERT 

due to their enhanced capability to leverage domain-specific information [20].  

Research on using zero-shot learning models specifically for predicting tuberculosis (TB) is 

relatively limited. Most studies focus on more traditional ML approaches or DL techniques applied to 

medical imaging data like chest X-rays. While there have been some progress, the application of these 

models for TB prediction using clinical data or notes remains a relatively unexplored area. Capellan-Martin 

et al. [21] discusses the use of vision transformers (ViT) in a self-supervised learning paradigm for improved 

TB detection in chest X-rays. Zero-shot pediatric TB detection is a method, which has shown appreciable 

gains in TB detection efficacy. when compared to fully-supervised models. The work in [22] proposes a 
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generalized zero-shot learning (GZSL) method using self-supervised learning (SSL) for medical image 

classification. It focuses on training a feature generator and choosing anchor vectors from various disease 

classes. The work in [23] introduces a multi-label GZSL network that uses chest X-ray images to 

simultaneously predict several diseases, both seen and unseen. It uses a visual representation guided by 

semantics taken from a substantial corpus of medical literature.  

There are some works using prompt-based large language models (LLMs). Zhu et al. [24] looks into 

the flexibility of LLMs like GPT-4 to EHR data for zero-shot clinical prediction. In crucial tasks like 

mortality, length-of-stay, and 30-day readmission, it exhibits enhanced prediction performance. Similarly, 

HealthPrompt [25], utilizes prompt-based learning, allowing pre-trained language models that don't require 

more training data to adjust to new tasks. The study demonstrates that HealthPrompt can function effectively 

and efficiently in capturing the context of clinical texts in various clinical NLP tasks, showcasing the ZSL's 

potential to improve clinical judgment and reduce dependency on large annotated datasets.  

This overview highlights the untapped potential of zero-shot learning for TB prediction using 

clinical data, suggesting a promising direction for future research beyond the more commonly explored areas 

of medical imaging and EHR-based predictions. Predictive models using clinical notes face unique 

challenges due to the nature of the data. Several studies have highlighted the importance of model 

interpretability in healthcare. The interpretability of ML models is a critical aspect of healthcare, as 

understanding the rationale behind model predictions is essential for ensuring trust and improving patient 

care. Two prominent techniques for interpreting complex models are local interpretable model-agnostic 

explanations (LIME) and shapley additive explanations (SHAP). 

The work in [26] highlights the application of LIME and SHAP in detecting alzheimer's disease, 

demonstrating how these methods can increase the transparency and reliability of artificial intelligence (AI)-

based predictions. The review emphasizes that although LIME and SHAP provide significant insights into 

model decisions, they also have limitations, one being the need for tailoring to specific medical contexts. 

Another study [27] investigates the use of LIME and SHAP for autonomous disease prediction, noting that 

while these techniques excel in generating local explanations, they face challenges when applied to more 

complex models or larger datasets. The research underscores the importance of these interpretability methods 

in making AI-driven decisions more understandable, but also points out the difficulties in scaling these 

explanations effectively. 

As a result, our research is motivated by the need to simplify explainability by using clear and 

accessible language. Additionally, we aim to address the gaps caused by varying disease characteristics 

across different countries, ensuring that the models could be effectively applied using transfer learning. 

Objectives of the paper: 

1) Development of ensemble approach using SMDBERT and zero shot model for tuberculosis 

classification. 

2) Development of simple yet effective narrative based interpretability model for transformer based 

models. 

 

 

2. RESEARCH METHOD  

2.1.  Data pre-processing 

The diseases targeted were Asthma, myocardial infarction (MI) and CKD with ICD-9 codes 

‘49320’, ‘5849’, ‘41001’, ‘41011’, and ‘41021’, respectively, where the codes '41001', '41011', and '41021' 

were grouped together under MI. The data used for generating the base model was MIMIC [2]. Initially, 

170,446 samples were collected and then refined, narrowing the dataset down to 5,234 samples specifically 

focused on discharge summaries for analysis. SMDBERT model was fine-tuned using these clinical notes, 

extracted from the NOTEVENTS table of the MIMIC dataset, along with other structured data. Basic 

preprocessing was applied before model training, including converting text to lowercase, removing special 

characters, URLs, and non-alphanumeric elements.  

After the initial phase, the models were used on clinical notes from two nursing homes of Mumbai, 

India. The notes were gathered during two periods: January to April 2023 and October to November 2022.  

A total of 145 clinical notes, specifically related to the diseases used for training and TB, were selected for 

analysis. Figures 1 and 2 show samples of clinical notes before and after basic pre-processing. An example of 

an anonymous Indian clinical note is shown in Figure 3.  

 

2.2.  Architecture 

As the SMDBERT model gave better performance than DistilBERT, it was chosen as a base model. 

After training the model, the model was then applied on real time Indian data collected from 2 hospitals of 

Mumbai, India using transfer learning. Overall, more than 1,500 clinical notes, especially discharge 

summaries were collected, out of which 145 notes were used. The diseases targeted were the same as those 
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used for training, with the addition of TB, which is prevalent in India but notably absent from the publicly 

available dataset, which predominantly represents the United States. This highlights the regional variation in 

disease prevalence across different countries. Figure 4 depicts the architecture of application of SMDBERT 

model on the Indian dataset. 

 

 

 
 

Figure 1. Clinical note from MIMIC 

 

2.3.  Method 

The SMDBERT model was selected for its superior performance compared to other transformer-

based models. SMDBERT incorporates additional knowledge by integrating symptom and disease 

information. The model was fine-tuned on data from the MIMIC database and then applied to real-time 

Indian data through transfer learning. Since TB was not included in the training set due to a lack of available 

data, a zero-shot model was employed for its classification. The architecture of ensemble model of 

SMDBERT and customised Zero shot model was constructed as given in Figure 5. 
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Figure 2. Pre-proccessed clinical note from MIMIC 

 

 

 
 

Figure 3. Symptom extracted clinical note of Indian dataset 
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Figure 4. Architecture 

 
 

 

 

Figure 5. Ensemble architecture 

 

 

The model can be expressed mathematically as: 

Let S: set of input sentences (clinical notes). 

D: set of disease labels, where D={0,1,2,3} 

SMDpred(s): probability distribution over the disease labels predicted by the SM-DBERT model for input 

sentence s. 
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ZSpred(s): probability distribution over the disease labels predicted by the zero-shot model for input sentence s.  

α, β: weights assigned to SM-DBERT and zero-shot predictions, respectively, where α+β=1. 

Combinedpred(s): final combined prediction score for each disease label d ∈ D for sentence s 

FinalPred(s): the final predicted label for sentence s. 

Steps:  

SMDBERT prediction:  

 

𝑆𝑀𝐷𝑝𝑟𝑒𝑑(𝑠) =  { 𝑃𝑆𝑀𝐷 (
𝑑𝑖

𝑠
) ∣

∣  𝑑𝑖 ∈  𝐷 }  

 

where 𝑃𝑆𝑀𝐷 (
𝑑𝑖

𝑠
) is the probability assigned by the SMDBERT model to disease 𝑑𝑖 for sentence s. 

Zero-shot prediction: 

 

𝑍𝑆𝑝𝑟𝑒𝑑(𝑠) = { 𝑃𝑍𝑆 (
𝑑𝑖

𝑠
) ∣

∣  𝑑𝑖 ∈  𝐷 }  

 

where 𝑃𝑍𝑆 (
𝑑𝑖

𝑠
) is the probability assigned by the zero shot model to disease 𝑑𝑖 for sentence s. 

Combined prediction: 

 

𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑𝑝𝑟𝑒𝑑(𝑠) = { 𝛼 ⋅ 𝑃𝑆𝑀𝐷 (
𝑑𝑖

𝑠
) + 𝛽 ⋅ 𝑃𝑍𝑆 (

𝑑𝑖

𝑠
)  ∣

∣   𝑑𝑖 ∈  𝐷 }  

 

Here, α and β represent the relative importance or weight of the SMDBERT and zero-shot predictions, 

respectively. 

Final prediction: 

 

𝐹𝑖𝑛𝑎𝑙𝑃𝑟𝑒𝑑(𝑠) = arg 𝑚𝑎𝑥   𝐶𝑜𝑚𝑏𝑖𝑛𝑒𝑑𝑝𝑟𝑒𝑑(𝑠)  

 

The final predicted label is the one with the highest combined prediction score. 

 

 

3. RESULTS AND DISCUSSION  

Table 1 shows the performance of different models on the Indian data. Models, namely BERT, 

DistilBERT and SMDBERT were initially fine tuned on MIMIC notes. Following the training phase, the 

models underwent practical application using Indian clinical records obtained from hospitals situated in 

Mumbai, India. A total of 145 clinical notes were meticulously selected, concentrating exclusively on the 

targeted diseases. The transcription of clinical notes was conducted manually due to the provision of scanned 

copies by the hospitals. It is worth noting that treatment specifics were intentionally excluded from the 

dataset to align with the research's focus on capturing symptoms. Specialized models were also tested on the 

Indian data collected. SMDBERT gave better results as compared to other models as it takes, symptom 

disease information as an additional embedding. As it can be seen our method with an ensemble of 

SMDBERT and zero shot learning gave better results with an accuracy of 0.924.  

 

 

Table 1. Performance metrics of fine-tuned models on Indian data 
Type of Model Models Accuracy Precision Recall F1-score 

Fine-tuned BERT 0.55 0.5 0.55 0.52 

DistilBERT 0.64 0.65 0.64 0.62 
SMDBERT 0.75 0.69 0.75 0.72 

Specialised SCIBERT 0.76 0.83 0.76 0.72 

BIOBERT 0.62 0.52 0.62 0.54 
Clinical BioBERT 0.61 0.51 0.61 0.53 

 Proposed Ensemble approach 0.924 0.927 0.924 0.925 

 

 

In (1), (2), and (3) describes the computational formulations for precision, recall, and the F1-score, 

respectively.  

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 (1) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 (2) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (3) 

 

Figure 6 displays the models' performance graphically with Figure 6(a) showing model performance 

with respect to the specialized models and Figure 6(b) showing the proposed model performance with respect 

to fine-tuned models. As shown in the diagrams the ensemble approach of SMDBERT and zero shot has 

given better results than other fine-tuned models or specialized models. The specialized models considered 

are scientific BERT (SCIBERT), biomedical BERT (BIOBERT) and Bio_ClinicalBERT, while fine-tuned 

models are BERT and DistilBERT. 

The confusion matrix demonstrated in Figure 7, shows that the model effectively classifies a 

majority of instances correctly, indicating strong performance and reliable predictive accuracy across 

multiple classes. Figure 8 shows the output of LIME, which explains predictions made by the ensemble 

approach by highlighting the contributions of different input features. Prediction probabilities section shows 

the predicted probabilities for each class. The model predicts this class with a probability of 0.80. The middle 

section shows the features that contribute to the prediction of the class. The right side of the diagram show 

the specific words or phrases, which are highlighted, reflecting their importance in the model's decision-

making process. 

Figure 9 shows the clinical note given as input, it includes various attributes like age, gender, final 

diagnosis, complaints on admission past medical history, vital signs, and other relevant clinical information. 

The horizontal bar at the top represents the SHAP value for the highlighted output which is Output 0. The 

values on the bar range from 0.0 to 1.0, indicating the probability or confidence of the model's prediction for 

each output.  
 
 

  
(a) (b) 

 

Figure 6. Graph displaying performance comparison of proposed approach (a) with specialiazed models (b) 

with fine-tuned models 
 
 

 
 

Figure 7. Confusion matrix of the proposed approach 
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Figure 8. LIME explanation 
 

 

Figure 10 shows the combined interpretability technique wherein Figure 10(a) presents narrative 

explanations, while Figure 10(b) provides corresponding LIME explanations. These LIME justifications are 

produced alongside the narratives to facilitate a clearer understanding of the model’s predictions. The 

narratives offer a written summary, detailing how specific words or features have a major impact on the 

model’s decisions. By presenting both narratives and visual explanations together, users can more easily 

interpret the main elements that the model considers when making its predictions. 
 

 

 
 

Figure 9. SHAP explanation 
 

 

 
(a) 

 

 
(b) 

 

Figure 10. Combined interpretability technique (a) narratives for important words (b) LIME explanation 

generated along with narratives 
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4. CONCLUSION  

In this study, we addressed the challenges of applying ML models to real-time clinical data, 

particularly in the Indian context. By utilizing the SMDBERT model fine-tuned on publicly available 

datasets, MIMIC, the potential of transformer-based models for the classification of chronic diseases such as 

Asthma, MI, and CKD was demonstrated. However, the limitations of these models were evident when they 

were applied to Indian clinical data, where diseases like tuberculosis are more prevalent but not represented 

in the training datasets. To overcome this, an innovative ensemble approach that combines the strengths of 

the SMDBERT model and a customized zero-shot learning method was developed, enabling effective 

classification of tuberculosis cases despite the lack of corresponding examples in the training data. 

Additionally, the issue of model interpretability was tackled, which is critical for clinical adoption. 

The research introduced narrative-based interpretability technique, along with LIME interpreatbility to 

provide natural language explanations of the model's decision-making process. This approach not only 

enhances the transparency of predictions but also helps healthcare professionals in understanding the 

rationale behind the model's outputs, making these tools more reliable and trustworthy in clinical practice. 

Our research's findings highlight the significance of customizing machine learning models to the 

unique requirements of various demographics and the need of creating strong interpretability frameworks for 

intricate models. By integrating an ensemble of zero-shot learning with SMD-BERT, our approach achieved 

an accuracy of 0.92, outperforming specialized models like SCIBERT, BIOBERT, and clinical BioBERT. 

This research contributes significantly to the field by demonstrating how advanced NLP techniques can be 

adapted for diverse healthcare environments and by proposing a new direction for the interpretability of AI 

models in clinical surroundings. Moving forward, expanding the scope of real-time datasets and further 

refining interpretability methods will be crucial for advancing AI's role in healthcare. 
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