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 This article critically examines the legal and regulatory challenges posed by 

artificial intelligence (AI) within the European Union’s (EU) digital 

economy, focusing on the recently adopted EU Ai Act (Regulation 

2024/1689). While previous studies have addressed AI's ethical and 

theoretical dimensions, this research fills a gap by analyzing the Act’s 

practical application across its temporal, personal, material, and territorial 

scopes. The study adopts a qualitative legal methodology, integrating 

doctrinal interpretation, comparative analysis, and systemic review of EU 

and international legal instruments. Key findings reveal that the EU AI Act 

establishes a pioneering risk-based regulatory framework, distinguishing 

itself through strong safeguards for fundamental rights, transparency, and 

human oversight. However, critical limitations remain, including ambiguous 

high-risk classifications, reliance on provider self-assessment, and 

exemptions for national security that may undermine human rights 

protections. The article compares the EU approach with those of the United 

States and China, illustrating divergent models of AI regulation and their 

global implications. It argues that while the EU AI Act sets an ambitious 

precedent, its success depends on effective enforcement, stakeholder 

compliance, and international regulatory convergence. By addressing these 

challenges, the EU can shape a globally influential framework for ethical 

and responsible AI deployment. This study contributes to the evolving 

academic and policy debate on AI governance by offering practical insights 

and recommendations for future research and legal development. 
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1. INTRODUCTION  

The rapid development of artificial intelligence (AI) has triggered significant transformations in the 

global digital economy, reshaping the way individuals, governments, and businesses interact with data, 

automate processes, and make decisions. From autonomous vehicles and predictive policing to algorithmic 

credit scoring and biometric identification, AI systems are increasingly embedded into critical domains of 

life. Within the European Union (EU), AI is being leveraged to enhance the efficiency of justice systems, 

streamline border management, and improve public sector service delivery. According to Eurostat, in 2023, 

approximately 8% of EU businesses and over 30% of large enterprises adopted some form of AI technology, 

https://creativecommons.org/licenses/by-sa/4.0/


Int J Inf & Commun Technol  ISSN: 2252-8776  

 

 Legal challenges of artificial intelligence in the European Union’s … (Tamara Kortukova) 

961 

highlighting its growing influence across sectors. Simultaneously, public concern over privacy, 

accountability, discrimination, and control of AI systems has intensified. A significant majority of EU 

citizens - over 75% - believe that public authorities should ensure that AI technologies uphold fundamental 

rights and reflect democratic values. 

Amid these advances, the risks associated with unregulated AI deployment have become more 

pronounced. Studies have documented algorithmic bias in facial recognition, opaque decision-making in 

automated credit and welfare assessments, and potential abuses in AI-assisted surveillance. These risks are 

especially concerning in domains such as migration, law enforcement, and border control, where vulnerable 

populations may be disproportionately impacted. The Court of Justice of the European Union (CJEU) has 

already issued rulings emphasizing the need for AI to respect human rights and adhere to principles of 

proportionality and data protection. 

Recognizing both the transformative potential and the systemic risks of AI, the EU introduced the 

AI Act (Regulation 2024/1689), marking the first attempt at a comprehensive horizontal legal framework 

specifically aimed at governing AI technologies across member states. The Act adopts a risk-based approach, 

categorizing AI systems into prohibited, high-risk, and low-risk classes and imposing corresponding 

obligations on providers, users, and deployers. It also extends its jurisdiction beyond EU borders through 

extraterritorial provisions, requiring non-EU entities to comply with its standards when operating in the EU 

market. The Act’s design reflects an effort to harmonize national regulations, safeguard fundamental rights, 

and promote innovation through legal certainty. 

However, while the EU AI Act represents a regulatory milestone, important legal and practical 

questions remain. Existing academic literature has focused extensively on ethical AI frameworks, sectoral 

codes of conduct, and aspirational principles, but there is a relative lack of detailed legal analysis concerning 

the operational structure of the EU AI Act. Key areas of uncertainty include the practical application of its 

high-risk classification, the adequacy of enforcement mechanisms, the impact of its extraterritorial scope on 

international cooperation, and the consistency of its personal scope - particularly with regard to military AI, 

small and medium-sized enterprises (SMEs), and public-private AI partnerships. 

Moreover, few studies have critically compared the EU’s approach with alternative models of AI 

governance, such as the innovation-focused and decentralized system in the United States, or the centrally 

controlled, algorithm-accountability-based framework in China. These jurisdictions provide contrasting 

regulatory environments that shape how AI is designed, deployed, and monitored, both domestically and 

internationally. Understanding these differences is essential for assessing the global influence of the EU AI 

Act and for identifying the feasibility of international harmonization of AI standards. 

This study seeks to address these scholarly and policy gaps by undertaking a structured legal 

analysis of the EU AI Act, focusing on four fundamental regulatory dimensions: ratione temporis (temporal 

scope), ratione personae (personal scope), ratione materiae (material scope), and ratione loci (territorial or 

geographical scope). It examines how the Act functions as a legal instrument within the EU's digital strategy 

and assesses its broader implications for AI governance beyond the EU. Drawing on doctrinal legal research 

and comparative methodology, this article evaluates how the Act responds to emerging legal risks, to what 

extent it advances the protection of fundamental rights, and whether it establishes a workable framework for 

responsible innovation. In doing so, the paper contributes to the ongoing academic discourse on AI regulation 

by providing a critical, multi-dimensional evaluation of the EU AI Act and offering insights that are directly 

relevant for legal scholars, policymakers, technology developers, and civil society advocates engaged in 

shaping the future of AI governance. 

 

 

2. LITERATURE REVIEW 

The EU presented harmonized standards for AI applications, committed to ensuring safety and 

protecting basic rights in line with EU principles, in response to the exponential growth of the technology [1]. 

The European Parliament and Council's Regulation (EU) 2024/1689 (hereinafter - EU AI Act), which 

establishes harmonized rules on AI and was passed on June 13, 2024, aims to guarantee that AI systems used in 

the EU market are safe, comply with laws regarding fundamental rights and values within the EU, are low risk, 

and do not violate human or citizen rights and freedoms (Regulation 2024/1689). 

The EU AI Act, with its focus on protecting fundamental rights and mitigating risks, possesses the 

capacity to influence the future of responsible AI development and deployment globally. The EU AI Act is 

an attempt to horizontally govern AI for the first time in history. Nijweide [2] mentioned, that, the EU AI Act 

is a significant step forward in a space with little regulation, which will reduce the harm caused by design 

oversights and biased training data while also ensuring AI systems are carefully monitored [3], [4].  

However, the EU AI Act has been criticized for its heavy-handed approach, placing potentially 

burdensome regulations on AI development. Some argue that the Act's strict requirements could stifle 

innovation and hinder the growth of AI technologies [5], [6]. Another criticism of EU AI Act is that it 
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contains significant gaps, particularly regarding the classification of high-risk AI systems. Providers can self-

assess their systems as low-risk, circumventing stringent regulations. Additionally, the Act lacks mechanisms 

to mitigate potential harms to fundamental rights and fails to ensure transparency in sensitive areas like law 

enforcement and border control. The EU AI Act's restrictions on facial recognition technology have 

significant loopholes. While law enforcement use is limited, it still allows for broad surveillance, even in 

sensitive areas. This raises concerns about privacy violations and potential discrimination. Overall, the EU AI 

Act's approach to facial recognition technology is insufficient to protect human rights [7], [8].  

Hancher et al. [9] enacting laws governing AI is essential to guaranteeing its morally and safely 

applied applications. Haataja and Bryson [10], Fraser and Villarino [11] discuss how the EU's ostensibly 

"ethical" regulation of AI connects to more conventional regulatory goals, particularly those centered around 

the single market and the elimination of obstacles to competition. Ciurea [12], Wang [13] analysis, the AI 

Act has the potential to constantly scale up improved practices for goods with intelligent components in the 

EU through the force and strength of product legislation. However, there is also a possibility that the law will 

just serve as window dressing, targeting a select few elite players after the fact. The EU AI Act's approach to 

risk management and risk tolerance for high-risk AI systems that endanger people's safety and fundamental 

rights is severely examined [14]. 

The EU AI Act is a major step forward in reshaping the global regulatory environment for AI. 

Despite all challenges, there is a growing consensus that international AI regulations are necessary to 

guarantee the ethical creation and application of AI. As AI technology continues to develop, it is likely that 

we will see more and more international initiatives to develop AI regulations. There are a number of 

researchers, who analyzed AI regulation on the global level and the place of EU AI Act in international 

regulation of AI. For instance, [15] examined how the EU AI Act affected the 2030 UN sustainable 

development goals. The legislative and policy environment around AI in the EU and other international 

jurisdictions was studied [16]. Furthermore, the approach that regional and United Nations agencies have 

taken to AI was detailed in a study conducted among international organizations. Since AI legislation is still 

in its early stages, rules, codes of ethics, and declarations and acts by governments and their agencies 

regarding AI were also discussed [17], [18]. 

Numerous scientists conducted research on a comparative examination of the EU's laws governing 

AI and other countries of the world. For example, Kusche [19] made the comparison of EU and China 

approaches from the standpoint of how to make AI rules and regulations applicable outside national borders. 

Stewart [20] compared the aims and ethical outcomes of the regulating AI in China and the EU. 

 

 

3. RESEARCH METHOD 

This study employed a qualitative research design that integrates a systematic legal doctrinal 

approach and comparative legal analysis. The primary aim was to critically examine the legal challenges 

associated with the EU AI Act in the context of the digital economy. The research followed a structured 

sequence: (i) collection and selection of academic publications, legal texts, and policy reports relevant to AI 

regulation in the EU, US, and China; (ii) classification of sources into thematic categories such as scope 

(ratione temporis, personae, materiae, and loci), fundamental rights, risk-based classification, and 

extraterritoriality; (iii) application of legal interpretation techniques - particularly teleological and systemic 

interpretation - to analyze the objectives, consistency, and implementation challenges of the EU AI Act;  

(iv) cross-jurisdictional comparison with US and Chinese AI legislation to identify gaps, divergences, and 

best practices. Each step was documented and reviewed to ensure transparency and reproducibility of the 

legal analysis. This rigorous methodological approach ensures that findings are robust and replicable by other 

scholars examining AI legal frameworks. 

The dialectical method is based on the basic principles of dialectics, studying the EU AI Act from 

the perspective of unity. Within its structure, analysis and synthesis are actively used, which help to separate 

the EU AI Act into individual elements and explore their relationships. In the article, we divided the analysis 

the EU AI Act for the subsequent elements, such as ratione temporis, ratione personae, ratione loci, and 

ratione materiae. The logical method assumes that the EU AI Act is studied using formal logic. The 

techniques used in this methodology are deduction and induction, the principles of analogy and identity. The 

analysis of the EU AI Act as a part of the EU digital market serves as the main guide for the systematic 

approach. The EU AI Act was examined as a fundamental component of EU law with the assistance of the 

systemic-structural technique of EU AI Act research.  

Using the legally historical method, the EU AI Act was examined from the perspective of its 

temporal development. Considering the features of the fourth and fifth industrial revolutions, the logic by 

which the Act was written and its necessity for modern regulation was understood. Moreover, legally 

historical method helped to identify when certain requirements of the EU AI Act would come into effect. 
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With the help of the comparative legal method analysis of legislative methods for regulating AI in countries 

such as the USA and China was carried out, as well as compared its approaches with the EU one. The 

findings from this multi-faceted research methodology serve as the basis for the discussion and 

recommendations presented in the article. 

A comprehensive analysis of scholarly works, official papers, and business reports pertaining to AI 

legislation in the EU was carried out. Key sources included primary and secondary EU legislation, journal 

articles, books, EU policy papers, and publications from think tanks. The literature review focused on 

identifying the major legal and regulatory issues surrounding the governance of AI technologies in the 

context of the EU’s digital economy. 

This research utilized a qualitative approach, analyzing academic and policy literature, official EU 

documents, and comparative legislative practices to understand the regulatory dimensions of AI within the 

EU’s digital economy. Key methods included dialectical and systemic-structural analysis, dividing the EU AI 

Act into its temporal, personal, material, and geographical scopes. Additionally, a comparative legal method 

was employed to examine AI governance frameworks in the US and China. Historical and logical methods 

provided insights into the evolution and rationale of the EU AI Act, while specific systemic principles such 

as induction and deduction clarified its implications. 

 

 

4. RESULTS 

The study highlights that the EU AI Act’s emphasis on fundamental rights contrasts with the more 

innovation-driven US approach and the state-centric Chinese model. For instance, the Act’s high-risk 

classification provides stricter controls but lacks detailed mechanisms for ongoing oversight. This differs 

from China's detailed algorithmic accountability framework or the US’s flexible but fragmented regulatory 

environment. This analysis identifies several limitations in the EU AI Act, such as ambiguity in defining 

"high-risk" systems, reliance on self-assessment by providers, and insufficient safeguards against AI misuse 

in sensitive sectors like migration and border control. Additionally, its implementation may 

disproportionately burden SMEs, potentially stifling innovation. 

 

4.1.  Ratione temporis of the EU AI Act 

The ratione temporis refers to the time period over which the legislation will apply. Drafted in 

accordance with the objectives of the digital single market, the European commission released a proposal for 

a regulation of the European parliament and of the council on April 21, 2021, laying out unified regulations 

on AI [21]. Following the adoption by the European parliament on March 13, 2024, by a vote of 523 in favor, 

46 against, and 49 abstentions, as per the ordinary legislative procedure and approval of the council on 21 

May 2024 this regulation became an enforceable law in EU on 1 August 2024, 20 days later in official 

journal of the EU after the publication, that was made on 12 July 2024. Therefore, all time counts and 

requirements established by the EU AI Act will be counted from the day the law went into effect in EU AI 

Act (August 1, 2024) (Regulation 2024/1689) [22]. 

The EU AI Act's provisions will go into effect gradually: states will have six months to outlaw AI 

systems that are outlawed, a year to impose regulations on "general-purpose AI systems," such as chatbots, 

and a maximum of 36 months for AI systems that the law has classified as "high risk". Article 56 of the EU 

AI Act stipulates that codes of practice shall be finalized within 9 months of the EU AI Act’s entry into force 

(Regulation 2024/1689). However, the EU AI Act has been highly debated and discussed in view of the 

ratione temporis. Some have expressed concerns with respect to retrospective application, referring to a 

situation when newly enacted legislation modifies rights acquired earlier (before the time of enactment of the 

new regulations) or changes legal consequences for events that occurred in the past. According to researchers 

it could impose serious compliance issues on organizations that already had developed or deployed an AI 

system before the enactment date of such a law [23]. 

Others have favored the more graduated approach whereby such regulation applies to AI systems 

only when these are in development or brought into operation after the date of enforcement of the law. In this 

way, businesses and organizations have a clear timeframe for compliance and can make transition 

arrangements to adapt to the new regulatory framework over time. As a result, it was determined that the 

gradual application of the EU law on AI is the most acceptable for all parties [24]. 

It should be mentioned, that while numerous countries have enacted AI legislation around the same 

time, their approaches to regulation vary significantly. The EU, US, and China, for instance, have adopted 

distinct strategies. To compare, the US adopted the federal AI in government Act and the national AI 

initiative Act in 2020. However, it has focused on promoting AI research and development rather than 

directly regulating private sector AI use. It encourages use of AI and support AI education and research 

through subsidies.  
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China adopted the first major binding regulation on algorithms "provisions on the management of 

algorithmic recommendations in internet information services" in 2021. This regulation, motivated by 

concerns about algorithms controlling online content, marked a significant step in China's efforts to regulate 

AI. China's "measures for the management of generative AI services," enacted in 2023, is a pioneering piece 

of legislation specifically targeting generative AI. It mandates that providers ensure both the training data and 

generated content are accurate and truthful. In 2024 China adopted its first comprehensive national-level 

rules on AI through the AI law of the People's Republic of China. The EU AI Act stands out with its 

emphasis on transparency, accountability, and human oversight. This comprehensive approach aims to ensure 

that AI is developed and used ethically and responsibly, setting a global standard for AI regulation. 

 

4.2.  Ratione personae of the EU AI Act  

Ratione personae refers to the entities and individuals that are subject to the Act’s requirements and 

obligations, that are listed in art. 2 of the EU AI Act (Regulation 2024/1689). The EU AI Act regulates the 

creation, application, and usage of AI systems both inside and outside of the EU (extraterritoriality and 

Brussels impact) in a wide and thorough manner. The EU AI Act omits several important details [25]. 

Unintentionally discovered regulatory gaps may call for discussion on how best to close them, while other 

times, the discovery of such gaps may indicate a policy choice. At the same time, determining precisely 

which actors will fall under the Act’s purview is crucial for ensuring effective and consistent implementation 

[26]. 

One of the primary considerations is the inclusion of both public and private sector entities. Both 

governmental and private institutions that develop, implement, or utilize AI systems will be subject to the AI 

Act. This includes technology companies, software developers, research institutions, and any other 

stakeholders in the AI ecosystem. The Act encompass the providers (developers) and deployers of AI, such 

as businesses, public authorities, and individuals who incorporate AI into their products, services, or 

decision-making processes for the professional purposes only as well as distributors and importers of AI 

systems, as well as any individuals impacted, who are based in the EU (Regulation 2024/1689) [27].  

Such a wide personal scope serves to deal with the intricately interconnected value chain of AI and 

the associated complexity. The EU aims to create an expansive regulatory framework capable of restricting 

risks and maintaining ethical standards associated with the AI technology, while also making all relevant 

parties accountable. Another essential point in personal scope is the policy concerning SMEs. The EU AI Act 

acknowledges that SMEs are relevant stakeholders to improve innovation and competition in the AI market. 

Therefore, it provides for special guidance, support, and possible exemptions for SMEs due to their more 

limited resources and capacities, compared to large business firms [28]. 

However, it has to be borne in mind that AI for specifically military purposes will fall completely 

outside the scope of the EU's AI Act. The major reason for this is the recognition of national sovereignty and 

the competency of the member states with regard to defense and security. At least the EU has recognized that 

the regulation of military AI lies outside the scope of its competencies, these areas lying in the exclusive 

domain of national authorities. The exclusion of military AI from the EU AI Act essentially defers to the 

different procedures and guidelines of the national governments with respect to regulating the development 

and application of these technologies within their respective armed services [29].  

In this regard, it has been noted that the AI Act's exemption for national security undermines its 

effectiveness in protecting human rights [30]. This exemption allows governments to use AI for surveillance 

without the same level of scrutiny as other AI applications. This could lead to the abuse of AI for purposes 

that violate fundamental rights, such as mass surveillance and discrimination of EU citizens, immigrants, 

refugees, and anyone else inside EU territory, without any justification [31]. 

It should be also mentioned, that the EU AI Act will not cover individuals, that use AI for personal, 

non-professional purposes, social scoring leading to detrimental/unfavorable treatment, AI system for 

research, biometric identification systems. The ultimate objective is to provide a comprehensive and flexible 

regulatory framework that can protect European people' rights and interests while also promoting innovation. 

A key element in achieving this goal and influencing the direction of AI in the EU and abroad is the AI Act's 

personal scope [32]. 

While the US on the federal level has not adopted a comprehensive AI law like the EU AI Act, its 

regulatory approach involves a diverse range of actors and mechanisms [33]. Inter alia, the national AI 

initiative Act of 2020 primarily impacts federal agencies, research institutions, and educational institutions in 

the US. The Act directs these entities to coordinate their efforts in AI research, development, and education. 

While the Act does not directly regulate private sector AI activities, it can indirectly influence the industry 

through the development of standards and the promotion of AI research [34]. The Act's focus on promoting 

US leadership in AI suggests that it may have a less direct impact on businesses compared to more 

prescriptive regulations, such as those in the EU. The AI law of the People's Republic of China, 2024 
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primarily targets entities involved in the AI lifecycle, including developers, providers, users, and data 

providers. The law seeks to regulate the development, application, and use of AI technologies, addressing 

issues such as data privacy, algorithm transparency, and ethical considerations. 

 

4.3.  Ratione loci of the EU AI Act 

AI regulation in the EU has both internal and external dimensions. Internally, the EU AI Act 

provides a comprehensive framework for regulating AI systems. Externally, the EU's influence extends 

through extraterritoriality, "Brussels Effect" of EU AI Act, as well as Digital cooperation agreements with 

third countries.  

The EU AI Act is directly effective and applicable in all 27 EU Member States as it was enacted 

through the ordinary legislative procedure as a regulation. However, two EU members, Denmark and Ireland 

are opted-out from parts of the EU AI Act's rules, as stated in paragraphs 21 and 40 of the Act (Regulation 

2024/1689). This means that Ireland and Denmark won't be bound by the rules of EU AI Act related to the 

use of biometric systems and process of personal data for police and criminal justice. It was stipulated as well 

in articles 2 and 2a of protocol no. 22 and article 6a of protocol no. 21, which are appended to the TEU and to 

the TFEU [35]. It is worth noting, that the application of the EU AI Act is not limited only by EU borders. It 

will have a variety of effects on the development of AI regulation globally due to its extraterritorial 

application and the so-called "Brussels effect" for policy makers.  

Article 2 of the EU AI Act defines the extraterritorial reach of the Act in an effort to impose duties 

on non-EU businesses that supply the EU market or offer AI products and services to EU users. This 

necessarily implies that compliance with the requirements of the EU AI Act would be of prime importance 

for placing and marketing AI-enabled products in the EU internal market. By setting the standard of rules, 

which other countries have to match to get access to the EU internal market, EU legislators aim to protect the 

EU citizens.  

However, the EU AI Act's extraterritorial scope is limited, meaning that AI systems exported 

outside the EU may not be subject to the same regulations. These limitations could undermine the EU's 

commitment to human rights and global ethical standards for AI. The Brussels effect is a legal term that 

describes the ability of EU legislation to have an impact on the legal landscape of other countries. The 

Brussels effect is particularly relevant for the present analysis related to the EU AI Act since the EU is a key 

player in the global AI market, and its legislation may have great effects on AI development and deployment 

worldwide. 

In practice, the EU AI Act could encourage other countries to adopt their own AI regulations that 

are aligned with the EU’s principles, leading to a more harmonized global regulatory framework for AI, as it 

was, for instance, with general data protection regulation. Nonetheless, there are many discussions in general 

society on whether the EU AI Act would have a Brussels effect. For example, Bradford argues that the EU 

AI Act would have Brussels effect and inspire other countries to adopt similar to EU laws. Renda said the EU 

has to develop and promote the EU (semi-open) technology stack; increase its strategic counsel and foresight 

rather than only relying on the Brussels effect; and maintain policy consistency both inside and outside of EU 

territory [36]. 

Conversely, five components of the Brussels effect have been identified: market size, regulatory 

capacity, stringency, inelastic target, and the non-divisibility of the regulated object. After analizing it, the 

scholars came to the conclusions, that EU AI Act would have the limited Brussels effect [37]. Similar 

conclusions have been drawn, with some scholars stressing that portions of the EU's AI law are likely subject 

to both de facto and de jure Brussels effects. The Brussels effect, the researchers said, will probably have a 

greater impact than either the Washington Effect or the Beijing effect. According to one analysis, 

competition is expected to arise as different countries and international bodies enact regulations pertaining to 

AI [38]. In this piece, he said that rather than claiming to be "racing" to regulate, the EU would stand to win 

more by indicating that it is more willing to collaborate and listen to criticism from the rest of the democratic 

world. If not, the EU might end up completely by itself at the finish line. 

Anyway, one of the key reasons for the Brussels effect is the size and importance of the EU’s 

economy. As the world’s second-largest economy, the EU represents a sizable market that global companies 

cannot afford to ignore. When the EU enacts strict laws like the general data protection regulation, businesses 

often choose to comply globally rather than create separate products or services for the European market. 

This is because the reputational and competitive risks of non-compliance can be significant, as customers and 

partners may become wary of working with firms that do not meet the EU’s benchmarks. 

It should be also mentioned, that the Brussels effect is not without its challenges. Smaller companies 

and startups, particularly those based outside the EU, may struggle to meet the AI Act’s compliance 

requirements, potentially hindering innovation and limiting access to the European market. Policymakers will 

need to carefully balance the need for robust regulation with the goal of fostering a thriving and inclusive AI 

ecosystem. The EU's capacity to enforce its restrictions against noncompliant corporations and the global 
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adoption of the EU's AI development and deployment standards will determine how powerful the Brussels 

impact is. 

 

4.4.  Ratione materiae of the EU AI Act 

In addition to referencing EU principles and the EU charter on fundamental rights, the first article of 

the EU AI Act highlights the necessity for innovation to coexist peacefully with the avoidance of any 

unintended negative effects that AI may have. The material scope, or ratione materiae, of the law is one of 

the main areas of attention for the EU AI Act. This is a reference to the particular kinds of AI applications 

and systems that will be covered under the law. Several scientists questioned the EU AI Act's reach. It was 

stated, for instance, that the existing definition of AI may be unduly inclusive and cover a large variety of 

standard data processing jobs. This might result in an unduly broad scope when data processing is the sole 

thing that all regulated systems have in common. Consequently, it may become more difficult to recognize 

and eliminate applications that, according to the EU AI Act's criteria, do not really qualify as AI systems.  

The EU AI Act takes a risk-based strategy. The EU AI Act's material scope includes AI that is 

expressly forbidden under the EU AI Act and is considered inappropriate. These are programs that negatively 

impact people's behavior, including social scoring or real-time biometric identification used for widespread 

surveillance. High-risk AI applications, which seriously jeopardize people's safety, basic rights, and well-

being, are at the center of the Act's material scope. These include AI systems utilized in vital industries 

including healthcare, banking, law enforcement, and transportation, where mistakes or abuse can have dire 

repercussions. A number of requirements pertaining to risk management systems (article 9), data governance 

(article 10), technical documentation (article 11), record-keeping (article 12), transparency and providing 

deployers with necessary information (article 13), human oversight (article 14), accuracy, robustness, and 

cybersecurity (article 15), should be met by ai systems that are considered high-risk. Furthermore, the 

proposed rule lays forth a list of responsibilities for suppliers, importers, distributors, and users of high-risk 

AI systems (articles 16–49). It has been pointed out that the EU AI Act does not include a general risk 

assessment for fundamental rights across all AI systems covered by the Act, but limits such assessment to 

high-risk AI only. AI-powered chatbots and recommender systems are into the next group of low-risk AI 

applications covered under the EU AI Act's material scope. Article 95 of the EU AI Act recommends a 

voluntary code of behavior for regulating low-risk AI systems, as they are not subject to the EU AI Act's 

regulations [39]. 

It has been noted that while the EU AI Act uses fundamental rights as a benchmark, it struggles to 

concretely define and measure the associated harms. The categorization of AI systems into high-risk and low-

risk categories, based on potential impact on fundamental rights, is inherently subjective and relies on 

political judgments rather than objective criteria. This reliance on implicit value judgments can lead to 

unintended consequences and limit the Act's effectiveness in addressing future AI-related challenges. 

To compare the EU AI Act, it should be noted, that the national AI initiative Act of 2020 primarily 

focuses on advancing US leadership in AI research and development. Key areas of focus include investing in 

AI research, developing a skilled AI workforce, fostering international collaboration, and promoting 

responsible AI development. While the Act does not directly regulate private sector AI, it provides a 

framework for federal coordination and support of AI initiatives. The AI law of the People's Republic of 

China comprehensively regulates various aspects of AI, including algorithm development, data privacy, 

ethical considerations, system safety, and social impact assessment. The law aims to foster responsible AI 

development and use, promoting innovation while mitigating potential risks. 

 

 

5. DISCUSSION 
While AI regulation has gained increasing scholarly attention, existing literature often lacks a detailed 

examination of the practical implications of the EU AI Act’s provisions across its full scope. Prior studies have 

focused primarily on ethical frameworks or theoretical principles underpinning AI legislation, without 

systematically addressing how the EU AI Act affects specific sectors or stakeholders, such as SMEs, law 

enforcement agencies, or cross-border technology providers. This study investigates the effects of the EU AI 

Act from a legal-doctrinal and comparative perspective, specifically targeting underexplored areas such as 

extraterritoriality, personal and material scope, and fundamental rights protection in operational contexts [40]. 

The analysis found that the EU AI Act introduces a robust regulatory structure based on a risk-tiered 

model, with high-risk systems facing strict obligations concerning data governance, transparency, and human 

oversight. We also found that the Act's scope - ratione personae, materiae, loci, and temporis - is designed to 

ensure broad application across actors, use cases, and geographies. However, the study highlights ambiguities 

in the definition of high-risk systems and significant gaps in enforcement mechanisms. The Act allows self-

assessment by AI providers, raising concerns about compliance integrity, especially in high-impact sectors 
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like migration and border control. Furthermore, extraterritoriality creates implementation friction for non-EU 

actors, while national security exemptions introduce inconsistencies in human rights protection. 

In comparison with regulatory frameworks in the United States and China, the EU AI Act presents a 

unique blend of ethical prioritization and formal legal obligation. Unlike the US approach, which emphasizes 

innovation and self-regulation, or China’s model, which enforces top-down algorithmic accountability under 

state oversight, the EU framework seeks to embed normative human rights values into enforceable 

obligations. These differences highlight a trade-off: while the EU model may provide stronger safeguards for 

fundamental rights, it may also result in higher compliance burdens, especially for SMEs and startups.  

This study adopts a primarily qualitative legal analysis and is therefore limited in empirical scope. 

While the comparative review provides valuable insights into legislative structures, it does not evaluate the 

effectiveness of implementation or stakeholder compliance behavior. Additionally, due to the EU AI Act’s 

recent adoption, data on real-world application remains scarce. Future updates to the Act or evolving case 

law, especially by the CJEU, may alter its interpretation and practical effect. Moreover, the study does not 

account for sector-specific AI applications (e.g., medical devices, autonomous vehicles) in detail, which 

could exhibit regulatory nuances not captured in the general provisions. 

The findings point to several key areas for further investigation. Future research should examine 

how different sectors interpret and operationalize the EU AI Act’s high-risk classifications and how SMEs 

adapt to its requirements. Empirical studies measuring the Act’s deterrent or incentivizing effects on 

innovation would be valuable. Comparative legal analyses could explore the convergence or divergence of 

global AI norms, especially through the lens of the Brussels effect. Research should also assess the 

effectiveness of national supervisory bodies in enforcing AI regulations and the potential role of a centralized 

EU AI agency in ensuring consistency and compliance across member states. 

However, the Act's effectiveness will depend on several factors, including its implementation and 

enforcement mechanisms. The gradual implementation timeline provides flexibility for businesses to adapt, 

but it also raises concerns about potential delays in addressing emerging risks. Additionally, the Act's 

reliance on self-assessment by providers for high-risk AI systems could undermine its effectiveness if not 

properly monitored and enforced [41]. 

The EU, US, and China have adopted distinct approaches to AI regulation, reflecting their unique 

technological, economic, and political contexts. The EU's risk-based approach, the US's focus on innovation 

and market-driven solutions, and China's emphasis on state control and social impact assessment highlight 

the diverse regulatory landscapes. The EU AI Act's more stringent regulations and its focus on human rights 

and ethical considerations could potentially give the EU a competitive advantage in the global AI market. 

However, it may also lead to regulatory burdens and hinder innovation. It could also pose challenges 

primarily for AI developers. Initial compliance costs, increased administrative burdens, and potential delays 

in product launch may hinder innovation. Additionally, stricter regulations compared to other regions could 

create a competitive disadvantage. 

The US, on the other hand, has opted for a more flexible approach, prioritizing innovation and 

market-driven solutions. This approach may lead to faster development and deployment of AI technologies 

but could also result in a less regulated and potentially less ethical AI ecosystem. China's approach, which 

combines market-based incentives with strict government control, aims to foster domestic AI innovation 

while ensuring alignment with the country's social and political goals. 

The EU AI Act provides a foundational framework for regulating AI, emphasizing human-centric 

principles. However, The EU AI Act introduces a concerning double standard for AI deployed by law 

enforcement, migration, and national security authorities. Exemptions from transparency requirements and 

the broad national security exemption allow for the unchecked use of surveillance technologies, particularly 

against marginalized groups. This could lead to increased discrimination, surveillance, and human rights 

abuses. The Act's failure to adequately address these issues sets a dangerous precedent for the future of AI 

regulation and raises concerns about the potential for misuse of AI technologies. 

As AI technology rapidly evolves, it is crucial to continually assess and adapt regulatory 

approaches. To ensure the EU AI Act's effectiveness, it is crucial to establish robust oversight mechanisms, 

strengthen international collaboration, and continuously adapt to the evolving landscape of AI technology. 

Future research should explore international cooperation to harmonize regulations, effective enforcement 

mechanisms, the regulation of emerging AI technologies, and the role of international organizations in 

shaping global AI governance. By addressing these challenges, policymakers can ensure that AI is developed 

and used responsibly for the benefit of society. 

In summary, this study provides a structured and comprehensive legal examination of the EU AI 

Act’s multidimensional scope and its potential global impact. While the Act sets a high regulatory benchmark 

and emphasizes human rights and ethical design, its success will depend on the robustness of enforcement, 

adaptability to evolving AI technologies, and international cooperation. The study highlights the need for 
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further doctrinal and empirical work to assess the Act’s effectiveness, identify implementation challenges, 

and guide regulatory refinements in the face of rapid AI advancement. 

 

 

6. CONCLUSION 

This article has undertaken a comprehensive legal and comparative examination of the EU AI Act, 

focusing on its temporal (ratione temporis), personal (ratione personae), material (ratione materiae), and 

territorial (ratione loci) scopes. Employing a structured qualitative methodology grounded in doctrinal 

analysis, comparative legal methods, and systemic interpretation, the study provides an in-depth 

understanding of how the EU AI Act seeks to balance innovation, human rights, and market harmonization in 

an increasingly automated digital economy. 

The findings show that the EU AI Act introduces a pioneering risk-based framework aimed at 

regulating AI applications based on their potential to cause harm. This includes robust provisions for high-

risk systems, transparency obligations, and the integration of human oversight in automated decision-making 

processes. The Act also asserts its influence extraterritorially through the Brussels effect, thereby extending 

its regulatory footprint beyond the EU’s borders. By comparing this framework with those in the US and 

China, the study highlights the EU’s distinctive focus on ethics, accountability, and regulatory 

harmonization, which contrasts with the more innovation-driven or state-controlled approaches observed 

elsewhere. 

At the same time, the research reveals significant implementation challenges. These include 

ambiguities in the classification of high-risk systems, limited enforcement mechanisms due to reliance on 

provider self-assessments, and exemptions for national security and law enforcement that may compromise 

fundamental rights. Additionally, the burden of compliance may disproportionately affect SMEs and third-

country providers, potentially leading to unintended consequences for innovation and market access. 

This analysis emphasizes that while the EU AI Act is a milestone in AI regulation, it is not without 

limitations. Its effectiveness will hinge on ongoing oversight, clear guidance, capacity-building for national 

enforcement authorities, and adaptive legal mechanisms capable of evolving with AI technologies. Moreover, 

future revisions must address regulatory gaps, particularly in the areas of biometric surveillance, data-driven 

border control, and algorithmic accountability. 

Ultimately, the EU AI Act represents a significant step toward creating a responsible, transparent, 

and human-centered framework for AI governance. It establishes a regulatory blueprint that other 

jurisdictions may draw upon in shaping their own AI laws. However, to ensure global alignment and 

effectiveness, a coordinated international effort is essential. By fostering collaboration and embracing 

continual legal innovation, the EU and its global partners can build resilient AI governance systems that 

safeguard rights while enabling technological progress. 
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