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 Automatic short answer grading (ASAG) systems offer a promising solution 
for improving the efficiency of reading literacy assessments. While 

promising, current Indonesian artificial intelligence (AI) grading systems 

still have room for improvement, especially when dealing with different 

domains. This study explores the effectiveness of large language models, 
specifically bidirectional encoder representations from transformers (BERT) 

variants, in conjunction with traditional hand-engineered features, to 

improve ASAG accuracy. We conducted experiments using various BERT 

models, hand-engineered features, text pre-processing techniques, and 
dimensionality reduction. Our findings show that BERT models consistently 

outperform traditional methods like term frequency-inverse document 

frequency (TF-IDF). IndoBERTLite-Base-P2 achieved the highest quadratic 

weighted kappa (QWK) score among the BERT variants. Integrating hand-
engineered features with BERT resulted in a substantial enhancement of the 

QWK score. Utilizing comprehensive text pre-processing is a critical factor 

in achieving optimal performance. In addition, dimensionality reduction 

should be carefully used because it potentially removes semantic 
information. 
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1. INTRODUCTION 

Literacy skills, like writing, reading, and problem-solving, are vital for everyone. Short answer 

questions (SAQs) are a standard way to test these skills, but grading them manually can be time-consuming 

and subjective. Automatic short answer grading (ASAG) systems use natural language processing (NLP) and 

machine learning to automate this process. However, a major challenge in ASAG is accurately understanding 

words and phrases that can have multiple meanings depending on the context [1]–[3]. For instance, the 

Indonesian word “tahu” can refer to either the concept of understanding or a food item. This necessitates 

ASAG systems capable of capturing semantic similarities between varied wordings and expressions. 

Existing ASAG approaches include classical machine learning (CML) and deep learning (DL) [3]. 

Lexical, syntactic, and semantic features were extracted from the raw text and used as input for various CML 

models, including logistic regression (LR), support vector machines (SVMs), random forests (RF), extreme 

gradient boosting (XGBoost), and Naïve Bayes (NB) classifiers. In contrast, DL models include methods 

based on word embedding models, methods based on sequential models, and methods based on attention 

mechanisms. The models in the methods based on word embedding models (e.g., Word2Vec, GloVe, 

https://creativecommons.org/licenses/by-sa/4.0/
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FastText, ELMo, and Ans2Vec) generate representations that convert similar words into nearby vectors 

within an embedded latent space. These methods produce sentence embeddings through aggregation 

techniques such as summation or averaging of the individual word embeddings [4]–[7]. Compared to 

manually engineered features, word and sentence embeddings more effectively capture the semantic 

information present in textual data. To enhance feature quality and robustness of word and sentence 

representations, researchers have applied sequential models like recurrent neural networks (RNNs) and long 

short-term memory (LSTM) to the task of ASAG. By considering sentences of varying lengths and modeling 

longer-range word relationships within sentences, these methods are able to better capture the semantic 

properties of text. This enables the prediction models to make more robust and accurate inferences on the 

provided answers [8]–[10]. Attention mechanisms offer the ability to model long-range word relationships 

within a sentence and calculate the relative importance and dependencies between each word. Unlike 

sequential models, attention-based approaches do not explicitly consider word sequentiality. Transformer 

architectures, introduced by Vaswani et al. [11], consist of an encoder-decoder structure capable of 

characterizing long-range dependencies and features in sequential data. Transformers employ multiple 

parallel attention-head components, each learning different dependencies. Currently, the most advanced 

methods for ASAG leverage bidirectional encoder representations from transformers (BERT) [12]–[19]. 

BERT-based models have consistently demonstrated superior performance in this domain, outperforming 

alternative approaches on various ASAG tasks and datasets. The success of BERT can be attributed to its 

ability to effectively capture contextual information and long-range dependencies within the input text, 

leading to more accurate and nuanced predictions. 

While previous research on ASAG has primarily focused on non-Indonesian languages, the study of 

grading using BERT in Indonesian is crucial due to the cultural nuances, the language’s unique linguistic 

complexities, and limited high-quality datasets. These factors highlight the need for Indonesian language-

specific study in ASAG. Previous research indicates that Indonesian ASAG methods have struggled to 

achieve consistent and robust performance across diverse domains [16], [17]. To address these challenges, 

we investigate the use of large language models, particularly BERT variants, combined with traditional hand-

engineered features to enhance ASAG systems’ accuracy. The contributions of this study are as follows: 

 Assess the performance of various BERT models for text representation in the ASAG system, focusing on 

semantic similarity and identifying key factors contributing to their effectiveness. 

 Evaluate the impact of different text pre-processing techniques on the effectiveness of a semantic 

similarity-based ASAG system using the optimal BERT variant. 

 Evaluate the effectiveness of combining BERT embeddings with hand-engineered features in a semantic 

similarity-based ASAG system. 

 Compare the effectiveness of dense representations (BERT embeddings) versus sparse representations 

such as term frequency-inverse document frequency (TF-IDF) for text representation in a semantic 

similarity-based ASAG. 

 Evaluate the impact of dimensionality reduction techniques such as principal component analysis (PCA) 

on BERT embeddings for the effectiveness of a semantic similarity-based ASAG system. 

 

 

2. RESEARCH METHOD 

This section explores the proposed methodology and dataset while detailing the specific experiments 

to be conducted. Additionally, it outlines the evaluation metrics that will be employed to assess the outcomes. 

Together, these elements provide a comprehensive framework for the research process. 

 

 

3. SEMANTIC SIMILARITY-BASED ASAG SYSTEM 

We propose an approach that leverages the power of BERT [14], a state-of-the-art DL model, in 

conjunction with hand-engineered features [17] to enhance the accuracy and robustness of the grading 

process. BERT excels at capturing the semantic and syntactic nuances of text by processing words 

bidirectionally, enabling it to understand the context of a word based on both preceding and succeeding 

words. This synergistic approach harnesses the best of both worlds: the flexibility and power of DL and the 

precision of domain-specific knowledge. The flowchart of the proposed ASAG system is shown in Figure 1. 

The following are the main steps in the proposed method: 

 

3.1.  Text pre-processing 

In this step, the input text is processed to remove noise and improve the accuracy of the assessment. 

The text pre-processing process consists of several steps, namely: 
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a) Tokenization: we use the Treebank tokenizer to break down each question, key answer, and student 

answer into smaller units (tokens). 

b) Case-folding: we transform all capital letters to lowercase. 

c) Remove stop words: we remove words with no significant meaning (stop words) based on the NLTK 

stopwords lists [20]. 

d) Remove punctuation: we remove all punctuation, including commas, periods, and question marks. 

e) Lemmatization: we use the WordNet Lemmatizer to change each word to its basic form. 

f) Stemming: we use the Porter Stemmer to change each word to its basic form. 

 

 

 
 

Figure 1. Flowchart of proposed ASAG system 

 

 

3.2.  Text concatenation 

To provide contextual information, we combine the pre-processed question text with the pre-

processed key answers and student answers. This combined text is used as input for the feature extraction 

process. 

 

3.3.  Feature extraction 

3.3.1. BERT-based word embedding 

The combined text is processed using a BERT-based word embedding model. This model converts 

the text into numerical representations, or embeddings, where words with similar meanings are placed closer 

together in a high-dimensional space. These embeddings capture semantic and syntactic information from the 

text, which is crucial for downstream tasks like similarity comparison. 

 

3.3.2. Hand-engineered feature extraction 

In parallel with the BERT-based word embedding, the combined text also undergoes a process of 

hand-engineered feature extraction. These features are presented in Table 1. 

 

 

Table 1. List of hand-engineered features 
No. Feature Source 

1 Lexical overlap [4] 

2 Prompt overlap [4] 

3 Grammar error ratio [21] 

4 Average sentence length [21] 

5 Average words length [21] 

6 Answer length ratio [22] 
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3.4.  Features concatenation 

The numerical representations generated by the BERT-based word embedding model are combined 

with the hand-engineered features. This concatenation process involves merging these two types of features 

into a single, larger feature vector. By combining these two sources of information, we aim to leverage the 

strengths of both approaches. BERT-based embeddings capture semantic and syntactic information from the 

text, while hand-engineered features provide more specific information that may be relevant to the task at 

hand. This combined feature vector will be the input to the grading step. 

 

3.5.  Grading 

Cosine similarity measures the semantic similarity between the key and student answers. A higher 

cosine similarity score indicates a greater degree of similarity. A final grade can be assigned by comparing 

the student’s answer to multiple key answers. 

 

 

4. DATASET 

We utilize the Indonesian Query Answering Dataset for Online Essay Test System [23]. This dataset 

encompasses diverse domains, including lifestyle, technology, politics, and sports. Each question sheet 

within the dataset contains questions, corresponding key answer, and a sequential numbering from 1 to 10. 

For each student response (answer), the dataset includes: 

 Manual scores: three manual ratings from human evaluators. 

 Automated scores: scores generated using various similarity metrics (Cosine, Euclidean, Jaccard) with 

and without stemming. 

 Error analysis: detailed error analysis for each automated scoring method. 

 Overall average score: a calculated average score considering both manual and automated scores. 

The statistics of the dataset is shown in Table 2. 
 

 

Table 2. Statistic dataset 
Statistic Topic 

Lifestyle Politic Sports Technology 

Total question 10 10 10 10 

Total answer 568 535 560 515 

Total key answer 10 10 10 10 

Min. length question 6.00 4.00 9.00 5.00 

Max. length question 11.00 21.00 18.00 14.00 

Avg. length question 8.30 11.50 14.0. 28.30 

Min. length answer 1.00 1.00 1.00 1.00 

Max. length answer 385.00 556.00 297.00 457.00 

Avg. length answer 25.34 29.44 26.41 21.82 

Min. length key answer 24.00 12.00 14.00 12.00 

Max. length key answer 134.00 49.00 75.00 39.00 

Avg. length key answer 73.00 31.70 38.90 28.30 

 

 

5. EXPERIMENT SCENARIO 

This study conducts five experiments: 

a) Relative effectiveness of BERT variants 

We evaluate the performance of various BERT variants, including multilingual BERT [24], 

IndoBERTBase-P1, IndoBERTBase-P2, IndoBERTLarge-P1, IndoBERTLarge-P2, IndoBERTLite-Base-P1, 

IndoBERTLite-Base-P2, IndoBERTLite-Large-P1, and IndoBERTLite-Large-P2 [25]. The best-performing variant is 

selected as the foundation for subsequent experiments. 

b) Impact of text pre-processing 

The optimal BERT model, identified in Experiment 1, undergoes further analysis by applying various text 

pre-processing techniques to examine their influence on the effectiveness of Semantic Similarity-based 

ASAG. 

c) Impact of hand-engineered features 

We investigate the effectiveness of combining BERT embeddings with hand-engineered features.  

This experiment aims to determine whether the integration of domain-specific knowledge can enhance the 

performance of the ASAG system. 

d) Effectiveness comparison of TF-IDF and BERT 

A comparative analysis is conducted between TF-IDF [26] and BERT-based representations to evaluate 

their relative strengths and weaknesses in the context of the ASAG system. 
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e) Impact of dimensionality reduction 

We explore the impact of dimensionality reduction techniques, such as PCA [27], on the performance of 

BERT embeddings within the ASAG system. 

 

 

6. EVALUATION 

ASAG typically employs two primary metrics to assess system performance: quadratic weighted 

kappa (QWK) and mean absolute error (MAE) [2]. These metrics serve distinct purposes in evaluating the 

alignment between automated and human ratings. QWK is a measure of agreement between two raters, 

which, in this context, typically refers to the automated grading system and human evaluators [28]. The 

metric accounts for the degree of disagreement by assigning a quadratic penalty for larger differences in 

scores. It ranges from -1 (complete disagreement) to 1 (perfect agreement), with 0 indicating random 

agreement. QWK is especially useful in ASAG as it provides a nuanced view of how closely the system 

replicates human judgment, considering not only exact matches but also the proximity of scores. QWK can 

be calculated using (1). 

 

QWK = 1−
∑ 𝑊𝑖,𝑗𝑖,𝑗 𝑂𝑖,𝑗

∑ 𝑊𝑖,𝑗𝑖,𝑗 𝐸𝑖,𝑗
 (1) 

 

where: 

 𝑊 is a weight matrix where each element represents the penalty for each type of disagreement as in (2). 

The weights would increase quadratically with the distance. 

 𝑂 is a confusion matrix that shows the observed agreement. 

 𝐸 is an expected matrix that represents the agreement that would occur by chance. 

 

𝑤𝑖,𝑗 =
(𝑖−𝑗)2

(𝑛−1)2
 (2) 

 

where: 

 𝑖 is the human-assigned score. 

 𝑗 is the system-predicted score. 

 𝑛 is the number of score categories. 

MAE calculates the average absolute difference between the scores assigned by the automated 

system and human raters [29]. It is expressed as in (3). 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝑦𝑖 − 𝑦̂𝑖|
𝑛
𝑖=1  (3) 

 

where: 

 𝑦𝑖 is the human-assigned score. 

 𝑦̂𝑖 is the system-predicted score. 

 𝑛 is the total number of answers. 

MAE provides a straightforward assessment of the system’s accuracy, emphasizing the magnitude of 

discrepancies without penalizing larger differences more heavily, as QWK does. 

 

 

7. RESULTS AND DISCUSSION 

This section presents the findings and discussions related to the implemented methods. It highlights 

the results obtained from the implementation process and examines their significance. Together, these 

discussions provide a comprehensive analysis of the outcomes. 

 

 

8. RELATIVE EFFECTIVENESS OF BERT VARIANTS 

This subsection presents the findings of our experiment aimed at identifying the optimal BERT 

model for our task. We evaluated nine different BERT model configurations, assessing their performance 

using MAE and QWK metrics. Table 3 provides a detailed comparison of the performance achieved by each 

model. 

Based on Table 3, IndoBERTLite-Base-P2 is the best model with the highest QWK score of 0.0942, 

demonstrating better accuracy in understanding and assessing answers than other models. The embedding size and 
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number of layers in BERT models affect ASAG performance. Models with a large embedding size, such as 

BERTBase-Multilingual and IndoBERTBase-P1 with an embedding size of 768, can capture complex text 

representations but have low QWK values (0.0835 and 0.0912), indicating non-optimality in understanding 

language context. In contrast, IndoBERTLite-Large, with an embedding size of 128, is more efficient in capturing 

patterns relevant to ASAG, although the QWK improvement remains low (0.0842). The number of layers  

also matters; models with 24 layers, such as IndoBERTLite-Large and IndoBERTLarge-P1, can capture more  

context but only sometimes improve performance if the embedding size is small. Models with fewer layers, 

such as IndoBERTLite-Base (12 layers), are more efficient in short text processing. The QWK improvement  

of IndoBERTLite-Base-P2 over IndoBERTLite-Base-P1 (0.0942 and 0.0638) suggests that additional training  

helps context understanding. Although more layers and large embedding sizes can increase the model’s 

capacity, optimal computational performance and context understanding remain the main challenges in 

improving ASAG performance. Table 4 shows the effectiveness of the IndoBERTLite-Base-P2 model across 

various domains. 

Table 4 indicates that text topic complexity significantly influences model performance. Models 

generally excel at evaluating more straightforward topics like lifestyle but struggle with more complex ones like 

politics. We must refine text processing techniques and enhance model training to optimize performance across 

varying text complexities. Future research will delve deeper into the factors contributing to these performance 

disparities between topics, enabling us to develop more robust and versatile ASAG systems. 

 

 

Table 3. Performance comparison across various BERT models 
Model MAE QWK 

BERTBase-Multilingual 0.4117 0.0835 

IndoBERTBase-P1 0.4121 0.0912 

IndoBERTBase-P2 0.4121 0.0918 

IndoBERTLarge-P1 0.4116 0.0717 

IndoBERTLarge-P2 0.4116 0.0721 

IndoBERTLite-Base-P1 0.4114 0.0638 

IndoBERTLite-Base-P2 0.4115 0.0942 

IndoBERTLite-Large-P1 0.4111 0.0793 

IndoBERTLite-Large-P2 0.4112 0.0842 

 

 

Table 4. The IndoBERTLite-base-P2 model effectiveness across various domains 
Evaluation Topics 

Lifestyle Politics Sport Technology 

MAE 0.2533 0.5300 0.4351 0.4278 

QWK 0.1327 0.0536 0.0977 0.0929 

 

 

9. IMPACT OF TEXT PRE-PROCESSING 

This section presents the results of our experiment, comparing the performance of the IndoBERTLite-

Base-P2 model when applied to different text pre-processing combinations. The performance of each 

combination is evaluated and presented in Table 5. Based on Table 5, the IndoBERTLite-Base-P2 model without 

any text pre-processing exhibits the most optimal evaluation results. It achieves the lowest MAE value of 

0.3540, significantly outperforming models with various pre-processing combinations (MAE values ranging 

from 0.4113 to 0.4116). This finding suggests that aggressive pre-processing techniques, namely stop word 

removal, stemming, and lemmatization, can inadvertently strip away crucial contextual information. While 

pre-processing can improve data quality by reducing noise and word variability, it is essential to strike a 

balance to preserve semantic meaning. In this case, the model benefits from the raw, unprocessed data, 

allowing it to capture nuanced linguistic cues. 

 

 

Table 5. Comparison of performance for text pre-processing combinations 
Combination of text pre-processing MAE QWK 

Without pre-processing 0.3540 -0.1208 

Tokenization, remove stop words, stemming 0.4115 0.0819 

Tokenization, case folding, remove punctuation, stemming 0.4115 0.0819 

Tokenization, remove stop words, remove punctuation, lemmatization 0.4115 0.0824 

Tokenization, remove punctuation, lemmatization, stemming 0.4113 0.0332 

Tokenization, case folding, remove stop words, lemmatization 0.4116 0.0821 

Tokenization, case folding, remove stop words, remove punctuation, stemming, 

lemmatization 

0.4115 0.0942 
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The table shows that the QWK score for the scenario involving tokenization, punctuation removal, 

lemmatization, and stemming is relatively low at 0.0332. This lower performance can be attributed to the 

absence of essential pre-processing steps like case folding and stop word removal. With case folding, the 

model can process text with consistent capitalization, positively impacting its ability to recognize word 

variations and their semantic meanings. Additionally, the stop word removal removes numerous 

uninformative words (e.g., “dan”, “yang”, “di”) that can boost the model’s focus on the core semantic 

content. The combined effect of these factors limits the model’s effectiveness in accurately evaluating the 

text, ultimately leading to a lower QWK score. 
 
 

10. IMPACT OF HAND-ENGINEERED FEATURES 

This section presents the results of our experiment, comparing the performance of the  

IndoBERTLite-Base-P2 model with and without the incorporation of hand-engineered features. The performance 

of both models is evaluated and presented in Table 6. Table 6 compares the IndoBERTLite-Base-P2 model’s 

performance with and without hand-engineered features. While both models exhibit similar MAE values 

(0.3534 with hand-engineered features and 0.4115 without hand-engineered features), a significant difference 

emerges in the QWK metric. The model incorporating hand-engineered features achieves a substantially 

higher QWK score of 0.2993 than without features, which is 0.0942. The hand-engineered features employed 

in this study include prompt overlap, lexical overlap, grammar error ratio, average sentence length, average 

word length, and answer length ratio. These features serve as additional linguistic cues, providing the BERT 

model with valuable information to enhance its decision-making process. 
 

 

Table 6. Performance impact of hand-engineered features on IndoBERTLite-base-P2 
Model MAE QWK 

IndoBERTLite-Base-P2 with hand engineered features 0.3534 0.2993 

IndoBERTLite-Base-P2 without hand-engineered features 0.4115 0.0942 

 

 

11. EFFECTIVENESS COMPARISON OF TF-IDF AND BERT 

This section presents the results of our experiment, which compared the performance of our proposed 

model to a traditional TF-IDF model. The performance of both models is evaluated and presented in Table 7. 
 

 

Table 7. Performance comparison: TF-IDF vs. IndoBERTLite-base-P2 
Model MAE QWK 

IndoBERTLite-Base-P2 0.4115 0.0942 

TF-IDF 0.3564 0.0249 

 
 

Table 7 reveals that while the TF-IDF model has a lower MAE value (0.3564) compared to 

IndoBERTLite-Base-P2 (0.4115), indicating better grading accuracy, the latter significantly outperforms TF-IDF 

in terms of QWK (0.0942 vs. 0.0249). Dense representations, like those employed by IndoBERTLite-Base-P2, 

leverage transformer architecture to capture intricate word relationships and contextual nuances. This 

mechanism enables the model to better understand the semantic meaning of text compared to sparse 

representations like TF-IDF, which rely solely on word frequencies. While TF-IDF excels at minimizing 

grading errors, it struggles to grasp complex linguistic patterns and semantic relationships. In contrast, 

despite a slightly higher MAE, IndoBERTLite-Base-P2 demonstrates a superior ability to align system grading 

scores with actual scores, as evidenced by the higher QWK score. The discrepancy between MAE and QWK 

might be attributed to factors such as uneven data distribution or the presence of outliers. Dense 

representations like BERT embeddings prove more effective for ASAG tasks based on semantic similarity 

due to their superior ability to capture complex contextual relationships and meanings. 
 

 

12. IMPACT OF DIMENSIONALITY REDUCTION 

This section presents the results of our experiment, comparing the performance of the IndoBERTLite-

Base-P2 model when using PCA and when not using PCA. The performance of both models is evaluated and 

presented in Table 8. Applying PCA to the IndoBERTLite-Base-P2 model reduced MAE from 0.4115 to 0.3584, 

indicating improved grading accuracy. However, this came at the cost of a significant decrease in QWK from 

0.0942 to 0.0118. This finding suggests that dimensionality reduction using PCA while improving accuracy, 

may compromise the model’s ability to maintain consistent judgments relative to actual labels. 
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Table 8. Impact of PCA on IndoBERTLite-base-P2 model performance 
Model MAE QWK 

IndoBERTLite-Base-P2 0.4115 0.0942 

IndoBERTLite-Base-P2 with PCA 0.3584 0.0118 

 

 

13. CONCLUSION 

This study examines the influence of various components-namely BERT model variants, text pre-

processing strategies, hand-engineered features, sparse representations, and dimensionality reduction-on the 

effectiveness of an ASAG system grounded in semantic similarity. While differences in BERT model 

selection do lead to some performance variation, the results indicate that meticulous text pre-processing  

and the inclusion of carefully crafted linguistic features have a more substantial effect on improving  

grading accuracy. The implementation of comprehensive pre-processing stages, including tokenization, 

normalization, and stop word removal, consistently enhanced the system’s performance. Moreover, the 

addition of hand-engineered features, such as lexical diversity, semantic depth, and grammatical 

characteristics, further improved the system’s ability to replicate human-like evaluations by enriching its 

linguistic comprehension. However, although dimensionality reduction techniques such as PCA reduce data 

complexity and aid numerical prediction, they occasionally introduce inconsistencies in grading outcomes, 

suggesting a need for balance when applying such methods. 

Looking ahead, there are several promising directions to enhance ASAG systems. One such 

direction involves developing adaptive BERT models tailored to diverse topics and linguistic complexities. 

This approach involves either fine-tuning existing pre-trained models with domain-specific data or applying 

transfer learning strategies to adapt their general language understanding for specialized tasks. Additionally, 

future systems should move beyond semantic similarity alone by incorporating syntactic and pragmatic 

features, allowing for a more comprehensive and nuanced assessment of student responses. Another 

prospective path involves multi-modal approaches that integrate semantic, syntactic, and practical analyses 

with sophisticated representation techniques to create more robust and balanced grading frameworks. 

Advancements in these areas will help build ASAG systems that are not only more accurate and consistent 

but also better aligned with human evaluative standards, ultimately enhancing the quality and reliability of 

automated assessment in educational contexts. 
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