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 Breast cancer is an important topic in medical image analysis because it is a 

high-risk disease and the leading cause of death in women. Early detection 

of breast cancer improves treatment outcomes, which can be achieved by 
identifying it using mammography images. Computer-aided diagnostic 

systems detect and classify medical images of breast lesions, allowing 

radiologists to make accurate diagnoses. Deep learning algorithms improved 

the performance of these diagnoses systems. We utilized efficient deep 
learning approaches to propose a system that can detect breast cancer in 

mammograms. The proposed approach adopted relies on two main elements: 

improving image contrast to enhance marginal information and extracting 

discriminatory features sufficient to improve overall classification quality, 
these improvements achieved based on a new model from scratch to focus 

on enhancing the accuracy and reliability of breast cancer detection. The 

model trained on the digital database for screening mammography (DDSM) 

dataset and compared with different convolutional neural network (CNN) 
models, namely EfficientNetB1, EfficientNetB5, ResNet-50, and ResNet-

101. Moreover, to enhance the feature selection process, we have integrated 

adam optimizer in our methodology. In evaluation, the proposed method 

achieved 96.5% accuracy across the dataset. These results show the 
effectiveness of this method in identifying breast cancer through images. 
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1. INTRODUCTION 

Cancer is a complex disease, which can be explained as the gradual increase and spread of abnormal 

cells within the body [1]. Breast cancer is one of the most prevalent cancers, posing an important global 

health challenge, as it is a major cause of death among women worldwide. Mortality rates from it exceeded 

diseases such as malaria or tuberculosis. The World Health Organization (WHO) also reported in 2018 that 

there are more than 17 million cancer cases worldwide, and stated that this number is expected to increase 

significantly in the coming years [2]. There are tremendous efforts invested in intensive research by medical 

experts and scientists to find the best treatment for breast cancer and its prevention, but the changing nature 

of the disease is one of the most prominent challenges that scientists face to treat it. The disease begins in 

some female breast tissue and then tries to move to vital organs. It is therefore important to observe the 

excessive growth of mammalian cells which can lead to the formation of tumors in females. These tumors are 

divided, crucially, into two categories: cancerous and non-cancerous, and their differentiation is assessed by 

BI-RADS scores [3].  

https://creativecommons.org/licenses/by-sa/4.0/
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Benign tumors are classified as non-cancerous and often treatable, and they do not pose a direct 

threat to women's lives, but malignant tumors, on the contrary, can spread to other areas and tissues through 

the lymphatic system or bloodstream, necessitating treatment with surgery or radiation therapy to combat this 

malignant disease. Mammography, which involves applying a light dose of X-ray to the breast, is the primary 

way to detect the disease. Despite this, researchers have explored several biomedical imaging techniques to 

support specialist radiologists in their mission to detect and treat the disease. The computer aided diagnosis 

(CAD) model is considered the most prominent assistant to radiologists in the field of identifying malignant 

breast cancer tumors [4]. This is due to its ability to recognize images and the possibility of classifying them, 

so it is the preferred choice for this vital field. Deep learning techniques have been employed in this field for 

their ability to extract deep features to diagnose disease directly from the source of mammography, so it is 

the most effective and reliable approach in the medical field [5], [6].  

Accurate diagnosis of breast abnormalities is a formidable challenge for diagnosing breast cancer 

[7], and traditional methods remain low-level in detecting the diverse spectrum of breast lesions [8], [9]. 

Therefore, employing deep learning for the purpose of diagnosis significantly improves performance and 

provides a glimmer of hope for controlling this disease through early detection [10]. Identifying the correct 

traits as well as their appropriate distribution is a key aspect of accurate classification, especially when it 

comes to distinguishing between benign and malignant breast lesions. Therefore, the use of deep learning 

helps to build a reliable inspection system that can be added within CAD devices [11]. The proposed 

oncology diagnostic system is capable of identifying cancer in its initial stages, as well as effectively 

managing the disease in all subsequent stages.  

The rest of the paper is structured as follows: Section 2 reviews different related work, while section 3 

dataset and preparation. Section 4 describes methodology. Section 5 the experimental work and discusses the 

results achieved, while section 6 presents the conclusions. 

 

 

2. RELATED WORKS 

In recent years, deep learning algorithms have made a significant development in various fields, and 

have been used in the detection of breast cancer through mammography images, as they have alleviated the 

complex challenges associated with distinguishing between benign and malignant lesions as well as 

increasing the accuracy and effectiveness of the early diagnosis process. Chougrad et al. [12] The study 

presented the pioneering DFeBCD technique in identifying and detecting breast cancer by classifying 

mammograms using a combination of SVM and ELiEC classifier, achieving an accuracy level of 80.30%. 

The convolutional neural network (CNN) was also used in [13] to determine the possible locations of the 

tumor in the image by revealing the possibility of pixels being associated with breast deformities, which is an 

effective step in localizing the lesion, and the study achieved a prediction accuracy of 93.33%, which is high 

accuracy so it is a big step to detect and classify breast abnormalities.  

Dhungel et al. [14] an innovative deep learning CAD technique consisting of four sequential phases 

was introduced, initially integrating generalized morphological component analysis (GMC) and deep belief 

network (DBN) to extract potential lesions. Then, it integrates area-based convolutional neural networks (R-

CNN) and conditional random fields (CRF) to effectively reduce the error rate. The results of the work show 

that deep learning has improved disease detection systems, increasing the chances of a more accurate 

diagnosis of breast cancer. Harefa et al. [15], a new model was presented based on the use of the gray level 

coincidence matrix (GLCM), and the use of support vector machine (SVM) technology to classify images 

and detect disease by training the model on the breast analysis society (MIAS) database, where the method 

obtained promising results with an accuracy rate of 93.88%. In the same way, [16] introduced an algorithm 

that effectively separates diseased tissue within a mammogram, which helps minimize the inclusion of distant 

pixels that do not extend a connection to the tumor. Modern classification models used the DBN in [17] to 

classify breast deformities, and the custom CNN was used in [18] For the same purpose, the classification 

categories were divided into benign and malignant categories. Rajinikanth et al. [19] the neural network was 

trained to classify thermal images of the breast to detect the disease and the study achieved an accuracy of 

92%. These studies did not achieve the accuracy we were hoping for, so we built our own model to improve 

the accuracy of disease detection. 

 

 

3. DATASET AND PREPARATION 

The proposed system was evaluated using the widely recognized digital database of mammography 

screening (DDSM) [20]. The DDSM dataset is a comprehensive collection that includes compressed breast 

radiography films scanned and stored in Stretch (JPEG). It consists of 2620 breast photo samples and is 

divided into 43 volumes. It is worth noting that each breast case has two modes of display that were 
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accurately captured from the median lateral oblique (MLO) and cranio-caudal (CC), forming images with 

immense information [21]. One of the most notable features of the DDSM dataset is that it contains images 

of various cases associated with benign and malignant breast cancer. In addition to containing vital 

information related to the exact location of lesions, which greatly facilitates the process of detecting breast 

diseases, making it the most used in the field of research to detect and diagnose breast cancer, as clearly 

shown in Figure 1. 

All images in the DDSM database undergo a pre-processing process, which has a major role in 

clearing images of unwanted noise, in addition to raising the quality of images using image enhancement 

techniques by applying multi-threshold terminal equation as shown in Figure 2. This figure shows the breast 

image before the pre-processing stage as shown in Figure 2(a), while the image after this stage is shown in 

Figure 2(b). The pre-processing stage helps in obtaining clear images and ensuring that the parameters of the 

image are not lost. Followed by a key step of balancing the training dataset, this delicate balance is central to 

ensuring continuous updates of parameters and achieving strong performance for deep learning models in all 

categories [22], [23]. 
 

 

 
 

Figure 1. Examples of normal, benign, and malignant Mammogram images from DDSM dataset 
 

 

  
(a) (b) 

 

Figure 2. The outcomes of the image pre-processing, noise remove and image enhancement,  

(a) the input image and (b) the prepocessed image 

 

 

4. METHOD 

It is known that the process of training the deep convolutional neural network (DCNN) model is a 

large time, often extending for days or even weeks in addition to costly material resources, and to overcome 

this challenge, the concept of transfer learning emerges as a valuable approach to significantly accelerate the 

training process. This approach uses the weight parameters of pre-trained CNN models obtained from large-

scale databases such as ImageNet [24], to avoid the need to start training from scratch. The process of 

transferring learning to fine-tuning the parameters of the pre-trained network in order to adapt it to the 

nuances of the new classification problem, after the initial training phase, requires adjustment. This is where 

the architectural hierarchy of the neural network emerges where the lower layers capture the patterns specific 

to the task, while the upper layers capture broader and more general features. Meanwhile, the upper layers of 

the pre-trained model are frozen. In this way, it is possible to benefit from the structure of the layers in the 

pre-trained model as well as the possibility of adapting the lower layers of the model to train on new data. 

Although, the pre-trained models carry the biases and assumptions from their original training data, which 

have a negative affect on the model performance. 
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In this work, a typical model from scratch was created for the purpose of classifying breast tumors 

into three categories. The proposed model has been customized CNN layers and optimized to get a high-

performance classification result. For the purpose of evaluating the proposed model, the data were trained on 

the following pre-trained algorithms: EfficientNetB1, EfficientNetB5, ResNet-50 and ResNet-101. As these 

models are among the most important methods that have been used to extract complex patterns from images, 

especially medical ones, also, they focus in their work on image accuracy, layer depth and channel width, 

which leads to increase information processing and thus capturing complex patterns and features from the 

given data. The architecture of the EfficientNet network follows a wonderful strategy that enables the model 

to upgrade the resolution of the image, which increases the opportunity to capture difficult and complex 

details in the image, this architecture enables the neural network to handle sensitive data, as its innovative 

design achieves a great balance from all aspects as shown in Figure 3 of the EfficientNetB1 model that has 

been utilized in this work [25], [26]. The ResNet model, the residual neural network, is designed with high 

precision that enables us to train deep neural networks exceptionally. This innovation lies in the concept of 

“skipping connections”, which is the centrepiece of its remarkable success and that distinguishes it from 

traditional neural network structures. It is strategically designed to enable the smooth flow of information 

across layers, such as a well-connected neural method, and the ResNet model effectively addresses the 

problem of vanishing gradients [27]. This simplifies the training process, since the network can focus on 

improving the residues, ensuring that even in the deepest structures, accuracy is not compromised [28], [29]. 

One of the notable features of ResNet is its versatility. They are available at different depths, indicated by 

designations such as ResNet-18 and ResNet-50, as shown in Figure 4. These designations indicate the 

number of layers in the structure, allowing practitioners to select a configuration corresponding to their 

specific task and computational resources. Whether it's image classification, object detection, or image 

segmentation, ResNet has consistently proven to be proficient in a myriad of computer vision tasks. 
 

 

 
 

Figure 3. The basic building block of  

EfficientNetB1 [26] 

 
 

Figure 4. The basic building blocks of  

ResNet-50 
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In the proposed method, we have customized the CNN layers and employed the Global Average 

Pooling in the Max Pooling layer to reduce model workload by averaging values instead of selecting the 

maximum values in the pooling layer. Moreover, to prevent overfitting the function of callbacks 

(Early_Stopping and Model_Check_point) and a dropout layer are used. Callbacks help in resolving errors 

and enhancing model accuracy by intervening during training. The dropout layer enhances independence 

among neurons by randomly deactivating some of them during each iteration. While, the 

Model_Check_point saves the best model parameters based on monitoring the validation accuracy. To 

control the learning rate reduction the function of (Reduce_LROn_Plateau) has been utilized with a factor of 

0.31 and endurance of 2. The Dense layer categorized images into one of three classes using the SoftMax 

function for multi-class classification.” Categorical Cross entropy” served as the loss function due to the 

multi-class output. The model employed the Adam optimizer with accuracy and loss as metrics. For 

validation, a 20% data split was used. Epochs and batch size were optimized using Gaussian process, 

mapping hyperparameters to outcomes. The argmax function determined the most likely label by selecting 

the maximum value from each prediction row. This value index represented the outcome. The CNN 

architecture is depicted in Figure 5. 

 

 

 
 

Figure 5. The building blocks of the proposed CNN model 

 

 

5. EXPERIMENTAL WORK AND RESULTS 

In this work several tools and libraries for programming deep learning algorithms and neural 

network modelling were used, which have a major role in the development and evaluation of our breast 

cancer classification models. These libraries included TensorFlow, Keras, and PyTorch. In addition, we have 

used Many helper libraries such as Tqdm, NumPy, Pandas, Matplotlib and sklearn, each contributing its own 

unique capabilities to simplify data processing, visualization, and performance evaluation. The study aims to 

enhance classification accuracy, reduce training time for the deep learning model. Our efforts are briefly 

summarized in Table 1, where the performance of carefully selected pre-trained architectures is documented. 

Notably, each of the pre-trained networks showed remarkable classification accuracy, demonstrating its 

strength in the task of detecting breast cancer, with scores ranging from 90.1% to 94.3%. A notable 

achievement worth highlighting is the performance of our proposed model, which showed promising results 

across multiple metrics, including accuracy, and area under curve (AUC).  

The EfficientNetB5 model was employed as an efficient model, having the highest accuracy when 

applied to a DDSM dataset. On the other hand, the training of the EfficientNetB1 and ResNet-50 models 

resulted in slightly lower performance. The depth and complexity of the model is proof of its accuracy. 

However, it is necessary to strike a balance between performance and resource utilization. The CNN model 

developed on pre-trained models, the results of which are clearly shown in Figure 6. This profound 

improvement in accuracy underscores the strength of the proposed model and its importance in developing 

deep learning models to accomplish very specific tasks such as analysing medical images. 
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Table 1. Comparison of model’s performance 
Model Accuracy AUC Precision Recall F1-score 

Proposed Model 96.5 96.3 0.95 0.95 0.96 

EfficientNetB5 94.3 96.02 0.94 0.91 0.93 

ResNet-101 93.5 95.3 0.94 0.92 0.92 

EfficientNetB1 91.3 92.2 0.91 0.91 0.92 

ResNet-50 90.12 91.3 0.9 0.91 0.91 

 

 

  
 

Figure 6. The accuracy graph for the proposed model 

 

 

6. CONCLUSION 

In this work, a CNN model was designed with its ability to classify complex cases of breast cancer, 

where the data was trained after finely adjusting the model and improving it to obtain the most accurate 

results that can be obtained from mammography images, and the proposed model was compared with 

previously trained models. Which contributed to the discovery of different ways to achieve the best accuracy 

in the results, which facilitates the process of diagnosing the disease with high accuracy and reliability, which 

benefits the medical staff working in the field. 
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