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In this paper, we present an automatic application of 3D face recognition 

system using geodesic distance in Riemannian geometry. We consider, in 

this approach, the three dimensional face images as residing in Riemannian 

manifold and we compute the geodesic distance using the Jacobi iterations as 

a solution of the Eikonal equation. The problem of solving the Eikonal 

equation, unstructured simplified meshes of 3D face surface, such as 

tetrahedral and triangles are important for accurately modeling material 

interfaces and curved domains, which are approximations to curved surfaces 

in R3. In the classifying steps, we use: Neural Networks (NN), K-Nearest 

Neighbor (KNN) and Support Vector Machines (SVM). To test this method 

and evaluate its performance, a simulation series of experiments were 

performed on 3D Shape REtrieval Contest 2008 database (SHREC2008).  
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1. INTRODUCTION  

Face recognition is one of the most commonly used techniques in biometrics authentication 

applications, of access and video surveillance control, this is due to its advantageous features. Face 

recognition is one of the few biometric methods that possess the merits of both high accuracy and low 

intrusiveness. It has the accuracy of a physiological approach without being intrusive. For this reason, face 

recognition has drawn the attention of researchers in field from image processing to computer vision. 

In these last years, a number of methods have been proposed for the recognition of human faces. In 

spite of the results obtained in this domain, the automatic face recognition stays one of very difficult 

problem. Several methods were developed for 2D face recognition. However, it has a certain number of 

limitations related to the orientation of the face or laying, lighting, facial expression. These last years, we talk 

more and more about 3D face recognition technology as solutions of 2D face recognition problems.   

Many approaches to 3D face recognition have been proposed during the past thirty years. Chua et al. 

[1] use “point signatures” in 3D face recognition. Point signatures are used to locate reference points that are 

used to standardize the pose. Achermann and Bunke [2] report on a method of 3D face recognition that uses 

an extension of Hausdorff distance matching.  Moreno and co-workers [3] approach 3D face recognition by 

first performing a segmentation based on Gaussian curvature and then creating a feature vector based on the 

segmented regions. Lee et al. [4] perform 3D face recognition by locating the nose tip, and then forming a 

feature vector based on contours along the face at a sequence of depth values. Medioni and Waupotitsch [5] 

perform 3D face recognition using an iterative closest point (ICP) approach to match face surfaces. Whereas 

most of the works covered here use 3D shapes acquired through a structured-light sensor, this work uses 3D 
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shapes acquired by a passive stereo sensor.  Xu et al. [6] developed a method for 3D face recognition using 

the original 3D point cloud converted to a regular mesh. The nose region is found and used as an anchor to 

find other local regions. A feature vector is computed from the data in the local regions of mouth, nose, left 

eye, and right eye. Feature space dimensionality is reduced using principal components analysis, and 

matching is based on minimum distance using both global and local shape components. Lu et al. [7] report on 

results of an ICP-based approach to 3D face recognition. This approach assumes that the gallery 3D image is 

a more complete face model and the probe 3D image is a frontal view that is likely a subset of the gallery 

image. Pan et al. [8] apply PCA, or eigenface, matching to a novel mapping of the 3D data to a range, or 

depth, image. Finding the nose tip to use as a center point, and an axis of symmetry to use for alignment, the 

face data are mapped to a circular range image. Lee et al. [9] propose an approach to 3D face recognition 

based on the curvature values at eight feature points on the face. Using a Support Vector Machine for 

classification. They use a Cyberware sensor to acquire the enrollment images and a Genex sensor to acquire 

the probe images. Y. Wang et al. [10] used Iterative Closest Point (ICP) algorithm. In 3D face recognition, 

ICP is frequently used for surface registration. Samir et al. [11] represented facial surfaces using a union of 

level-set curves of the depth function with respect to the nose tip named isodepth curves and constructed a 

shape space of curves of interest. Feng et al. [12] divided the isogeodesics in small segments of equal arc 

length that form the basis of trained face signatures. So, they focused on local regions to make the signature 

independent of the starting point of a curve. They used the Fels-Olver construction and the 3D analog of 

Hann-Hickerman integral variables to derive integral invariants for curves in 3D subjected to the Euclidean 

group. Jahanbin et al. [13] extracted from each isogeodesic five shape descriptors: convexity, ratio of 

principal axes, compactness, circular and elliptic variance. These features are trained with Linear 

Discriminant Analysis (LDA) and Support Vector Machines (SVM). Han et al. [14] using five manually 

identified landmark points within a sub surface composing of eyes and whole nose. Drira et al. [15] projected 

past work in Riemannian analysis of shapes of closed curves on nasal surfaces. This choice is due to the 

stability of nose data collection and the invariance of nasal shape under expressions. Maalej et al. [16] 

presented another application for facial expression recognition, they extracted several relevant regions of a 

given facial surfaces. They locally projected isogeodesic path idea by representing each patch with a set of 

closed curves. 

In this work we present an automatic 3D face recognition system based on facial surface analysis 

using a Riemannian geometry. For this we take the following steps: (1)- Nose tip detection as a reference 

point of 3D face. (2)- Geodetic distance Computing between the reference point and the other points of the 

3D facial surface using the Jacobi iterations. (3)- Geodesic distances space matrices reduction using Principal 

Component Analysis (PCA) or Linear Discriminant Analysis (LDA) algorithms. 

The rest of this paper is organized as follows: Section 2 describes the methodology of the proposed 

method with its stapes. Section 3 includes the simulation results and method analysis. Section 4 conclusion 

and future works. 

 

 

2. RESEARCH METHOD  

The objective of this work is to perform an automatic 3D face recognition system. For this, we 

characterize each face by a matrix, whose elements are a set of geometric features (geodesic distance 

computing between reference point and other points of face surface). These matrices are finally used to 

recognize 3D faces under the framework of sparse representation. Figure (1) illustrates the steps of our 

proposed method. 

Our system is divided on three main steps: Preprocessing, in this first step, we discretize a 3D face 

surface using a triangular mesh by the idea of displaced subdivision surfaces proposed by Lee et al [21] and 

Xiaoxing Li et al [22], and we detect automatically the reference point (nose tip). In the second step (feature 

extraction), we compute the geodesic distance between the reference point and all other points of 3D face 

surface to represent the 3D face image with a matrix whose elements are geodesic distance values. The 

geodesic distance between two points on a mesh surface is computed as the length of the shortest path 

connecting the two points while remaining on the facial surface. We compute the geodesic distance between 

two points on a mesh surface using the Jacobi iterations as a solution of the Eikonal equation. Learning and 

Classification, in this step we use three types of classification algorithms such as: Neural Networks (NN), K-

Nearest Neighbor (KNN) and Support Vector Machines (SVM). Figure (1) illustrates the steps of our proposed 

method. 
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Figure 1. Methodology Architecture 

 

 

2.1. 3D Face Surface Subdivision 

Subdivision surface is curved surface described by a simple polygon control mesh and some 

subdivision rules. The idea of representing a surface as a displacement function was first introduced by Cook 

[18]. A subdivision surface is generated by iteratively refining a coarse control mesh driven by a refinement 

operator. In this work, we discretize a 3D face surface using a triangular mesh by the idea of displaced 

subdivision surfaces proposed by Lee et al [21] and Xiaoxing Li et al [22]. 

  We consider a 3D face surface discretized using a triangular mesh with N vertices. Figure (3) 

shows a 3D face image of the Shape REtrieval Contest 2008 (SHREC2008) database whose obverse surface 

is discretized into a triangular mesh. 

 

 

 
Figure 2. 3D facial surface discretized on triangular mesh of N vertices 

 A Person 3D face 
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- Support Vector Machines  
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2.2. Reference Point Detection 

The reference point (nose tip) is detected manually or automatically. There are several automatic 

approaches: L. Ballihi et al are developed an automatic algorithm nose end detection of a 3D face in [19]. 

This algorithm is based on two cuts of the facial surface. The first is at transverse face of the mass center. 

The second cut is based on the minimum depth point of the horizontal curve obtained by the first cut. The 

output of the last cut is a vertical curve and the minimum depth of this curve is the end of 3D face nose. In 

[20] S. Bahanbin et al use Gabor filters to automatically detect the nose tip. Another method has been used 

by C. Xu et al in 2004 [21], this method computes the effective energy of each neighbor pixel, then be 

determined the mean and variance of each neighbor pixel and uses the SVM to specify point end of the nose. 

L.H. Anuar et al [22] use a local geometry curvature and point signature to detect a nose tip region in 3D face 

model. In this work we have detected the point of reference p0 (nose tip) manually. Figure 1 summarizes the 

steps to detect the nose tip of a 3D face an image of the database SHREC2008: 

 

 

 
(a)                                            (b)                                                 (c) 

 

Figure 3. 3D face nose end detection steps: (a) 3D face image; (b) Manual nose tip selection; (c) 

Reference point detection 
 

 

2.3. Eikonal equation 

The Eikonal equation is of the form: 

 

   ( )   ( )                                                                      (1) 
 

where: 

   is an open set in Rn housebroken limit 

    denote the gradient  

 |.| is the Euclidean norm 

 

The Jacobi iteration method is a numerical method for solving boundary value problems of the 

Eikonal equation [23, 24, 25]. The algorithm is similar to the Dijkstra's algorithm and uses that information 

flows only to the outside from the planting area. We consider a 3D face surface discretized using a triangular 

mesh with N vertices. Figure (3) shows a 3D face image of the Shape REtrieval Contest 2008 (SHREC2008) 

database whose obverse surface is discretized into a triangular mesh. 

 

2.4. Eikonal Equation Discretization 

The discretized equation of the Eikonal equation is given with: 

 

{
      ( )        ( )  ( )   (   ) 

      ( )    
                                       (2) 

 

where, d(y, x) is the geodesic distance and U(x) depends only on values of U on neighbors y with U(y) < 

U(x). This will be a key obse vation in order to speed up the computation of U. 
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To compute numerically a discrete geodesic distance map, we suppose that the manifold Ω is 

sampled using a set of points *  +   
    ⊂ Ω. The metric of the manifold is supposed to be sampled on this grid, 

and we denote the discrete metric. 

 

           
    

 

We denote ε the precision of the sampling. To derive a discrete counterpart to the Eiknal equation, 

each point xi is connected to its neighboring points xj   Neigh(xi). Each point is associated with a small 

surrounding neighborhood Bε(xi), that is supposed to be a disjoint union of simplexes whose  extremely 

vertices are the grid points {xi}i. 

A distance map US(x) for x  Ω is approximated numerically by computing a discrete vector u R
N 

where each value ui is intended to approximate the value of US(xi). 

This discrete vector is computed as a solution of a finite dimensional fixed point equation that 

discretizes (2). To that end, a continuous function u(x) is obtained from the discrete samples {ui}i by linear 

interpolation over the triangles. 

We compute the minimization in (2) at the point  x = xi over the boundary of Bε(xi) defined in (3) 

where ε is the sampling precision. Furthermore, the tensor metric is approximated by a constant tensor field 

equal to Ti over Bε(xi). Under these assumptions, the discrete derivative free Eikonal equation reads 
 

 

{
                 (  ) ( )   (   ) 

           
                                          (3) 

 

Decomposing this minimization into each triangle (in 2D) of the neighborhood, and using the fact 

that u(y) is affine on each triangle, one can re-write the discrete Eikonal equation as a fixed point 
 

   ( )                 
 

where the operator    ( )     is defined as: 

 

     ( )    
         (  )

         

where,  

 
           

    ,   -
    (   )        (   )        

     

 

We have written this equation for simplicity in the 2D case, so that each point y is a barycenter of 

two sampling points, but this extends to a manifold of arbitrary dimension d by considering barycenters of d 

points. 

The discrete Eikonal equation is a non-linear fixed point problem. One can compute the solution to 

this problem using Jacobi iterations. 
One can prove that the mapping Г is both monotones and non-expanding: 

 

{
     ̃     ( )     ( ̃ )

  ( )    ( ̃ )       ̃          ̃   
                                        (4) 

 

These two properties enable the use of simple iterations that converge to the solution u of the 

problem, one can apply the update operator Г to the whole set of grid points. Jabobi non-linear iterations 

initialize u
(0)

 = 0 and then compute: 

 

u(k+1) = Γ(u(k)) 

 

The fixed point property is useful to monitor the convergence of iterative algorithms, since one stops 

iterations when one has computed some distance u with 

 

  ( )                                                                        (5) 
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And where     is some user-defined tolerance. 

2.5. Geodesic distance 

The geodesic distance between two points’ p0 and p of 3D face surface is the shortest path between 

the two points while remaining on the facial surface. In the context of calculating the geodesic distance R. 

Kimmel and J.A. Sethian [23] propose the method of Jacobi iteration as a solution of the Eikonal equation. 

The geodesic distance between two points on a surface is calculated as the length of the shortest path 

connecting the two points. Using the Jacobi iteration algorithm on the triangulated surface 3D face, we can 

compute the geodesic distance between the reference point p0 and the other point’s p constructing the facial 

surface. The geodesic distance       between p0 and p is approximated by the following expression: 

 

          ( (    ))                                                              (6) 

 

with:  (     ) is the path between p0 and according to the surface S of the 3D face, and  ( (    )) is the 

path length. 

The following Figure 4 shows the steps for determining the geodesic distance using a 3D face image 

of SHREC2008 database. 

 

 

      
                                     (a)                                               (b)                                                 (c) 

 

Figure 4. 3D face geodesic distance computes Steps: (a) Reference point detection; (b) 

Discretization by triangular mesh; (c) Geodesic distance computing 
 

 

Repeating this computation (geodesic distance      ) between the reference point p0 and each point 

p of the surface S of the 3D face, then we compute a geodesic distance matrix Ψ: 

 

 

[Ψ] = δij = [
       
   
       

] 

 

 with,        δij =       

To realize our 3D face recognition system, we use the Principal Component Analysis (PCA) and 

Linear Discriminant Analysis (LDA) for writing space of the geodesic distance matrix [Ψ]. To realize our 3D 

face recognition system, we use three types of classification algorithms: the Neural Networks (NN), k-

Nearest Neighbor (KNN) and Support Vector Machines (SVM). 

 

 

3. RESULTS AND ANALYSIS  

In this section we make a series of simulation to evaluate the effectiveness of the proposed 

approach. These results were performed based on SHREC 2008 database. This database contains total of 427 

scans of 61 subjects (45 males and 16 females), for each of these 61 subjects 7 different scans, namely two 

“frontal”, one “look-up”, one “look-down”, one “smile”, one “laugh” and one “random expression” [26, 27].   
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Figure 5. Example 3D face images of the database SHREC2008. 

 
 

Figure 6 give the simulation results obtained by the proposed approach. This figure (6) shows the 

recognition rate found by  the first method used in our 3D face recognition system such as Geodesic Distance 

using Jacobi Iteration (GD-JI) and Principal Component Analysis (PCA) for characters extraction, with three 

algorithms of classification: Neural Networks (NN), k-Nearest Neighbor (KNN) and Support Vector 

Machines (SVM). The results obtained by our 3D face recognition system shows that our methods are 

feasible, and present the best recognition rate (98,6%) using SVM classifier for SHREC 2008  database 

images. 
 
 

 
 

Figure 6. Recognition Rate for SHREC2008 images using GD-JI+PCA and three classification algorithms 

(NN, KNN and SVM) 
 

 

In this seconde experiment, the features were extracted using Geodesic Distance computing with 

Jacobi Iterations (GD-JI) and Linear Discriminant Analysis (LDA). The simulation results of this method are 

presented in Figure 7. 
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Figure 7. Recognition Rate for SHREC2008 images using GD-JI+LDA and three classification 

algorithms (NN, KNN and SVM) 

 

 

Figure 7 shows the recognition rate found by  the first method used in our 3D face recognition 

system such as Geodesic Distance using Jacobi Iteration and Linear Discriminant Analysis (GD-JI + LDA) 

for characters extraction, with three classification algorithms: Neural Networks (NN), k-Nearest Neighbor 

(KNN) and Support Vector Machines (SVM).  The results obtained by our 3D face recognition system shows 

this method (GD+LDA) present the best recognition rate using SVM classification algorithm with 96,40% 

respectively for images of SHREC 2008  database. 

 

 

 
 

Figure 8. Comparative study of our methods GD-JI+PCA and GD-JI+LDA using three classification 

algorithms (NN, KNN and SVM) 

 

 

In this paper, a number of face recognition algorithms have been described such as: GD-JI+PCA and 

GD-JI+LDA LDA using three classification algorithms (NN, KNN and SVM). These methods have been 

verified on the SHREC 2008 database, and the testing protocols used in the experiments are almost the same, 

so that a direct comparison of the results reported in these works is possible. In Figure 8 we give a comparison 

of these face recognition algorithms. Figure 8 shows a comparison recognition rate of these features extraction 

algorithms (GD-JI+PCA and GD-JI+LDA LDA) using SHREC 2008 database images. This comparative study 

gives the best recognition rate (98.6%) was presented for GD-JI+PCA using SVM classifier, then this method 

was also better than other tree approaches. 

 

 

 

4. CONCLUSION  
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      In this work, we have presented a 3D face recognition system based on the computation of the 

geodesic distance between the reference point and the other points in the 3D face surface using Jacobi 

iterations. For Geodesic distances space matrices reduction, we used Principal Component Analysis (PCA) or 

Linear Discriminant Analysis (LDA) algorithms. For the classifying steps we have implemented algorithms as 

NN, KNN and SVM. Simulation results show us a better recognition rate (98.6%) for was presented for GD-

JI+PCA using SVM classifier, then this method was also better than other tree approaches. In future work, we 

will take a 3D face recognition system by analyzing the iso-geodesic curves using Riemannian geometry and 

compare these results with those obtained by this method. 
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